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Abstract 

Nowadays, networks are widely used to show the structure and type of relationship in 

various fields of science including social sciences, engineering, and social network. Investigating 

the structure of these networks has always been of interest to many people. To this end, the 

present study tries to identify these networks as interconnected communities, while each 

community might have unique properties. In this regard various methods and algorithms with 

different evaluation criteria are used, with the evolutionary algorithm having the highest share. 

The present research attempts to introduce a relatively efficient method for community detection 

through introduction of a new evaluation criterion based on the modularity density and giving 

weight to the relationships between nodes in the unweighted networks. For this purpose, at first 

we propose a new modularity based on difference of weight of nodes in a same community with 

other community also for this we propose a method for calculation weight between nodes in a 

same community named α_ij and between nodes in different community named β_ij. And 

employing this new modularity as the evaluation criteria by using Memetic Algorithm(MA). The 

proposed algorithms are evaluated in very complex artificial and real networks and the results 

were analyzed and were compared to other algorithms. For accuracy of the algorithm the number 

of communities is identified also Adjusted Rand Index (ARI) and Normalized Mutual 

Information (NMI) criteria are used to evaluate the algorithm. The obtained results indicated that 
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MA based on new density is effective and efficient at detecting the community structure in 

complex real and artificial networks. 
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1. Introduction 

In recent years, several evidences have shown that many complex systems can be modeled 

as complex networks. So it is possible to use network theory to study these models [1-3]. Many 

of these studies have shown that most of these systems have a group of nodes in the form of a 

community, and these nodes have several inner edges compared to the edges between groups [1-

6]. In the network, communities have common characteristics. For example, in social networks, 

communities often have the same culture, interests, language or jobs [1-3]. Figure 1 shows the 

meaning of a community in a network. 

 

 

Figure 1. Showing community in a network 

 

Networks can show the link between people, organizations, etc. [7]. Social networks in 

recent years have played important role in many issues; [8] such as social relations, marketing, 

and many challenging issues, security [9] [10], visualization [11], [12] or analyzing social 

networks studies [11]. 

In recent years, many methods have been proposed for community detection in complex 

networks. But it can be claimed that all of them have partly found the communities or in the case 

of large networks they mostly face difficulties.  
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Community finding issues in the networks are NP-hard and the traditional optimization 

methods cannot solve them [13]. Therefore, to solve these problems heuristic and meta-heuristic 

algorithms should be used. 

There are various methods such as Newman _ Girvan, joint community detection method, 

DBSCAN algorithm, BGLL method, the use of evolutionary algorithm, fundamental 

categorization, the use of high optimization and the minimum spanning tree, and random walks. 

One of the methods that recently have received considerable attention is local neighborhood. 

A considerable number of algorithms have used local neighborhood for community detection 

[14-16]. The DBSCAN algorithm is employed by using the concept of distance between nodes to 

identify adjacent and central nodes and community detection [17]. DBSCAN algorithm has been 

widely used in recent years for identifying HUB in a complex network [18]. 

A brief look at literature shows that evolutionary algorithms have the highest contribution in 

solving community detection problems. Several articles have employed evolutionary algorithms 

in order to detect communities in different networks [19-21]. The genetic algorithm is the most 

important and widely used among them. The grouping genetic algorithm is also sometimes used 

in recent years. Given that the proposed algorithm in this research is also a kind of evolutionary 

algorithms, a brief review of the use of these algorithms in the community detection in networks 

is presented. 

Evolutionary algorithms represent one of the most widely used methods in the optimization 

of NP-hard problems, which are used in a variety of issues.  

Bui et al. [22] for the first time used a genetic algorithm for community detection. Tasgin et 

al. for the first time used the concept of modularity in genetic algorithms for community detection 

by using genetic algorithms [23]. 

GA-Net algorithm is presented by Pizzuti [24]. It basically reduces the number of searches 

for finding the optimal solution in a network. Shang et al [25] used improved genetic algorithm 

(IMGA) based on modularity for community detection but in this algorithm, the number of 

community structures is used as a prior information and this is a weakness for proposed 

algorithm. Zhao et al [26] proposed the irregular cellular learning automata (ICLA) to reveal 

optimal community in complex networks. Rezapoor Mirsaleh et al [27] introduced and used a 

Michigan memetic algorithm; called MLAMA-Net to solve community detection problem. 

Density plays crucial role in most algorithms in some way or another. Perhaps the failure of many 

of these algorithms in complex networks for community detection is caused by this issue. 

This research attempts to provide a new definition of density for a social network. Then, it is 

employed as an evaluation function in Memetic Algorithms (MA) for community detection in 

http://www.sciencedirect.com/science/article/pii/S0925231214013551#!
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complex networks. Therefore, the study provides the already existing definition of density and 

then provides a new definition for density.  

 

2. Modularity density 

Given a network G = (V, E), that V is the node set, E is the edge set, and A is the adjacency 

matrix of G. If V1 and V2 are two disjoint subsets of V and L(V1, V2) = ∑ Aij, L(V1, V1) =i∈V1,j∈V2

∑ Aiji∈V1,j∈V1
 and L(V1, V̅1) = ∑ Aij,i∈V1,j∈V̅1

 where V̅1 = V − V1. Given the partition of a network 

G, G(V1, E1), … . , G(Vm, Em), where Vi and E i are, respectively, the node set and the edge set of 

Gi for i = 1, . . . , m, the modularity Q is defined as equation 1: 

 

𝑄 = ∑ [
𝐿(𝑉𝑖, 𝑉𝑖)

𝐿(𝑉, 𝑉)
− (

𝐿(𝑉𝑖, 𝑉)

𝐿(𝑉, 𝑉)
)

2

]

𝑚

𝑖=1

 (1) 

 

Modularity maximization algorithms seem to be effective methods for community detection 

in networks. However, Fortunato and Barthélemy [28], showed the serious resolution limits of 

this method and claimed that the size of a detected community depends on the size of the whole 

network. This is mainly because the modularity measure does not contain information on the 

number of nodes in a community and the choice of partition is highly sensitive to the total 

number of edges in the network. Thus li et al. [29] introduce a measure D, which is related to the 

density of sub graphs to overcome this problem. The modularity density can be calculated as 

follows: 

 

𝐷 = ∑ [𝑑𝑖𝑛(𝐺𝑖) − 𝑑𝑜𝑢𝑡(𝐺𝑖)]
𝑚

𝑖=1
= ∑ [

𝐿(𝑉𝑖, 𝑉𝑖) − 𝐿(𝑉𝑖, �̅�)

|𝑉𝑖|
]

𝑚

𝑖=1

 (2) 

 

Where din(Gi) is the average inner degree of the subgraph Gi, which is equal to twice the 

number of edges in subgraph Gi, divided by the number of nodes in Vi. dout(Gi), is the average 

outer degree of subgraph Gi, which is equal to the number of edges with one node in Vi and the 

other node outside Vi divided by the number of nodes in Vi. The larger the value of D, the more 

accurate a partition is. So the community-detection problem can be viewed as a problem of 

finding a partition of a network such that its modularity density D is maximized [29]. 

Li et al. proved that maximizing modularity density can resolve the resolution limit of 

modularity. They also showed that Modularity density does not divide a clique into two parts. 
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The search for optimal modularity density D is a NP-hard problem due to the fact that the 

space of possible partitions grows faster than any power of system size. In this paper we will 

propose a Memetic Algorithm (MA) to maximize the modularity density. 

 

2.1 New Density 

As mentioned in the above definition, to obtain density in a complex network, first of all the 

density for each of the communities is calculated and then the values are added together to get the 

total amount of density in a network. Moreover, according to the definition to obtain the amount 

of density in a community it is just needed to subtract the number of relationships (edge) within a 

community from the number of external relationships and divide them by the number of nodes 

within the community. But the biggest problem with this definition of the density is that the 

weight of all relationships within and outside the community is considered to be equal. In fact, to 

calculate the density the quantity is not the only important things. However, the new approach 

attempts to consider a weight for each of the nodes within the community and outside the 

community. By using the obtained weights, the new density is calculated and through this 

definition one of the problems of the previous definition is resolved.  

To this end, two definitions for weighting each of the relationships within a network are 

employed. Of course, the definition of the weight varies depending on its position inside or 

outside the community.  

Definition 1: 

Considering vi node, the set of nodes that are connected to this node are shown byC(vi). It 

should be noted that node i too is placed in this set. Also |C(vi)| shows the number of members 

inside the set. Similarly, C(vi)mn displays a set of nodes that are connected to the ith node and 

are a member of one of the two n and m communities. |C(vi)mn| shows the number of members 

inside the set. 

Definition 2: 

If the two groups of vi and vj are both within a community the proximity between them or, in 

fact, their weight are displayed as αij and defined as follows. 

 

𝛼𝑖𝑗 =
|𝐶(𝑣𝑖) ∩ 𝐶(𝑣𝑗)|

√(|𝐶(𝑣𝑖)|, |𝐶(𝑣𝑗)|)

 
(3) 

 

Definition 3 
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If Com represents mth community and con shows nth community, and each of the 

communities has a number of nodes, then βij which is i ∈ com  and j ∈ con  are defined as 

follows: 

 

𝛽𝑖𝑗  =
|𝐶(𝑣𝑖)𝑚𝑛 ∩ 𝐶(𝑣𝑗)𝑚𝑛|

√(|𝐶(𝑣𝑖)𝑚𝑛|, |𝐶(𝑣𝑗)𝑚𝑛|)

 
(4) 

 

Considering the above definitions, in a given network that is divided into a number of 

communities for each relationship between nodes, we can define the amount ofαij. Also βij for 

each node that connects two communities is defined, although there is no need to define the 

amount of αij  for these nodes. For example, consider network A with 11 nodes that are 

hypothetically categorized into three communities. It is displayed in Figure 2.  The numbers on 

the figure show the calculated values of α and β with respect to the above definition. 

Now, according to the above definitions, as well as the definition of density function, a new 

definition for density function is provided.  

If the hypothetical network A is composed of K communities, then the new density that is 

displayed as ND is show by the relationship number. 

 

𝑁𝐷 = ∑
[𝑛𝑑𝑖𝑛(𝑐𝑜𝑡) − 𝑛𝑑𝑜𝑢𝑡(𝑐𝑜𝑡)]

𝑘

𝑘

𝑡=1
 (5) 

𝑛𝑑𝑖𝑛(𝑐𝑜𝑡) = ∑ 𝛼𝑖𝑗

𝑖,𝑗 ∈𝑡

 (6) 

𝑛𝑑𝑜𝑢𝑡(𝑐𝑜𝑡) = ∑ 𝛽𝑖𝑗

𝑖∈𝑡,𝑗∈𝑡̅

 (7) 

 

According to the relationship defined in the formula, the more the amount of weight within 

the communities and the less the relations between communities are, the more the density value 

is.  
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Figure 2. Calculating the value of α and β in a hypothetical network 

 

3. Genetic and Memetic algorithm 

As an efficient optimization tool, GA has considerable advantages compared to conventional 

methods. GA effectively examines a diverse search space of responses, including continuous 

variables, discrete variables and nonlinear constraints. Thus, GA is able to find appropriate 

answers to the problem in an acceptable computational time. The optimized response is searched 

using a stochastic process with the help of a population of answers. In this method, through 

improvement of population of responses from one generation to another generation the algorithm 

moves toward the optimal solution in the search space. In GA by applying three genetic operators 

of selection, cross-over, and mutations on the current population, the next generation is produced. 

These three operators act randomly. 

GA can be performed as binary GA (BGA) and real GA (RGA). The first step in solving an 

optimization problem using the BGA is coding the variables which are shown by an array of 0 

and 1. A set of these fields is called population. Then, the genetic operators of selection, cross-

over and mutation are applied to the coded variables. Moreover, RGA uses the real values of 

variables and the genetic operators directly are applied on variables [25, 30]. 

Memetic Algorithms (MA) 

MA is a meta-heuristic search method based on population inspired by the concept of meme 

by Dawkins. This method is a development of evolutionary optimization methods that apply 

certain tools to improve the members [26-28], [31-32]. In other words, the combination of 

evolutionary algorithms with local search is called MA algorithm [29-33]. These models are 
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inspired by some models in nature’s systems that combine the evolutionary adaptation of 

population with individuals’ personal learning during life.  

Therefore, it can be claimed that MA can be a combination of genetic algorithm (GA) and a 

local search that uses genetic algorithm to explore in the search space, and uses the local search 

for the exploitation of information in the search area. Memetic algorithm was first introduced by 

Moscato which is a combination of basic genetic algorithm and simulation algorithm of metals 

melting. Then, the algorithm was used by the Normans and Moscato. [33]. 

 

 

Figure 3. The principle of MA Flowchart 

 

Memetic algorithm is similar to the genetic algorithm, but its components are called meme 

instead of the gene. A unique aspect of this algorithm is that before participating in the evolution 

process, all the chromosomes and children are allowed to gain a set of experiences by local 

search. As a result, MA is used to describe the genetic algorithm that clearly uses local search 

(Figure 3). Different types of MA have been reported in the literature [34-35] and may be 
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classified into two different groups. The first group uses the effect of hill climbers in the area. 

Hill-climbing is a method that starts searching from one point in space (by an agent) and if a 

better answer regarding the current answer is found, it will replace the current answer. In this 

method, which is a greedy search, new search points are selected around the current point based 

on a random approach which depends on the issue. In the Memetic algorithm of the first group 

(combination of genetic algorithms and local hill-climbing search,), each member performs local 

hill climbing search to improve their situation. As a result of this operation, we have a population 

that its members are locally optimal. Then, the cross-over and mutation operators are applied to 

produce children. Children will be searched locally too. As a result, there is always local 

optimum. 

The Memetic algorithm of second group performs the local search based on crossover. 

Crossover operator receives two chromosomes (from parents) and by combining the information 

produces two children. Therefore, it can be used as a local search strategy. In other words, the 

crossover operation in the XLS produces distributed children around parents with regard to the 

local promotion. 

This article uses Memetic algorithm of the first group to implement the program. As 

mentioned before, in this group just like the genetic algorithm, after improvement of optimized 

answer there are crossover and mutation operators for producing children. In general, there are 

three operators for the genetic algorithm that will be briefly examined beside the problem. 

 

3.1 Representation and Initialization 

This method uses Locus [36] approach. To explain the implementation of the genetic 

algorithm for community detection problem, for example for a social network, (Figure 4) the 

stages of this method are clarified. This example, as shown in the figure, has 7 nodes. 

 

 

 
 

 

(d) Community structure (c) Corresponding graph (b) Gene representation (a) Graph topology 

Figure 4. Illustration of the Locus-based adjacency genetic representation. (a) The topology of the 

graph representing a complex network. (b) One possible genotype. (c) How (b) is translated into 

the graph structure, for example node 0 links to node 3, since gene g0 is 3. (d) The community 

structure[13] 
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Figure 4 shows the creation of genes based on Lucas method. A) Shows the topology of a 

complete network. B) A possible genotype of the network. C) Shows transformation of the B 

gene into a graph, for example node A is linked to node 2 so in the position of node 1 the value of 

genotype is 2. D) Shows the community structure [37]. 

In Locus display, each genotype g includes n genes g1, g2, . . . , gn and each gi gene can take 

the value of one of the nodes associated with the node i (which contains its own value as well). 

Therefore, the written amount of j at node i position represents the fact that there is a connection 

between nodes i and j. So these two nodes are in a community. Exposure of the display requires 

identification of all connections inside the network. All nodes that are connected together are 

regarded as a community. Using a simple return, the decoding stage can be performed in a linear 

time [37]. 

 

3.2 Crossover Operator 

Combination or reproduction is an operation that is performed on two chromosomes in the 

existing population simultaneously and produces two new chromosomes, that exchanges 

characteristics of parents randomly from the point of intersection. The intersection point is 

selected randomly and can be single-point, two-point or multi-point. Increasing the combination 

speed leads to the increase of reproduction of population; however, the loss of chromosomes with 

high fitness is possible. In the proposed method, the single-point combination operator is used as 

shown is figure 5. In a single point combination, a combination point is randomly selected and 

two children are produced, in a way that the part before the selected point is from one parent and 

the rest is taken from the other parent. Therefore, combination operator does not produce an 

unacceptable response. The combination ratio of pc  (pc ∈ [0, 1]) represents the probability of a 

combination operator on the parents. 

offspring  parent 

  

 

  

 4 5 5 2 2 1 3  7 4 6 2 2 1 3 

    

 7 4 6 2 1 2 5  4 5 5 2 1 2 5 

Figure 5. The combination stage of a) parents before the act of composition b) children of the 

new generation 

3.3 Mutation 

Mutation is an operator that acts on one of the chromosomes of the population and changes 

its characteristics only at the mutation point. From the perspective of the binary genetic algorithm 
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this means changing the genes in mutation point on the chromosomes that are selected for 

mutation practice. But in this article, the mutation designates selection of another connection 

other than the existing connection with respect to other communications of the gene. The 

possibility of mutation of (pm) is determined by the operator that usually between 0.01 and 0.03 

(Fig. 6). 

1 3 4 5 5 3 2 
 

1 3 4 5 5 2 2 

 

Figure 6. Mutation stage a) offspring before the mutation b) mutant offspring 

3.4 Selection Operator 

Selection designates an action in which the next generation of chromosomes is determined 

by the current population based on the law of survival selection. This is an important step in 

genetic algorithms and plays an important role in this process. There are various methods for this 

operation, such as Roulette Wheel and Tournament method. Tis study uses Roulette Wheel 

Selection method. A general method for selection of chromosome j is determining the probability 

of selection of Pj based on objective function value. To this end, N random numbers are 

generated and compared with the cumulative probability. The cumulative probability of the 

population is defined as follows: 

 

𝐶𝑖 = ∑ 𝑃𝑗

𝑖

𝑗=1

 (8) 

 

The chromosome i is selected for the next generation if Ci−1 < U(0,1) ≤ Ci where U is N 

random numbers between 0 and 1. 

For each population the selection probability is obtained through the following equation. 

 

𝑃𝑖 =
𝐹𝑖

∑ 𝐹𝑗
𝑃𝑜𝑝𝑠𝑖𝑧𝑒
𝑗=1

 (9) 

 

Fi is the number of chromosomes i in optimizing function. Since there is not a specific 

convergence condition, the criterion for the end of optimization operation is based on the iteration 

of production of new chromosomes. Usually after a certain number of productions the 

optimization problem ends. 
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4. Adjusting Parameter’s Algorithms  

In this study, Taguchi method is used to adjust the parameters of the proposed algorithms. In 

this way, at first, different levels of parameters are determined. Related parameters and values of 

Memetic algorithms are given in table 1. 

Table 1. Parameters levels of algorithms 

levels Symbols parameters algorithms 

0.4 – 0.6 – 0.8 cp  Crossover 

rate 

Memetic 0.1 - 0.3 – 0.5 mp  Mutation 

rate 

20 - 50 - 100 pop  Pop size 

100 - 200 - 300 It  iteration 

Memetic run for 10 times and averaged values can be seen in table 2. 

Value of parameters is available after running using the signal to noise method. This graph 

are available for Memetic algorithms that is showed in figures 7.  

 

Table 2. Taguchi results to adjust parameter’s Memetic algorithm 

ARI It  pop  mp  cp  Number of experiment 

0.750 100 20 0.1 0.4 1 

0.771 200 50 0.3 0.4 2 

0.724 300 100 0.5 0.4 3 

0.747 300 50 0.1 0.6 4 

0.793 100 100 0.3 0.6 5 

0.742 200 20 0.5 0.6 6 

0.699 200 100 0.1 0.8 7 

0.736 300 20 0.3 0.8 8 

0.723 100 50 0.5 0.8 9 
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Figure 7. signal to noise for Memetic algorithm 
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Appropriate values for the parameters of Memetic algorithm have been reported in Table 3. 

 

Table 3. best value for parameters of GA and NSGA algorithms 

 Value of parameter 

(practical discount) 
Symbol parameters algorithm 

0.6 cp  Crossover rate 

Memetic 
0.3 mp  Mutation rate 

50 pop  Pop size 

100 It  iteration 

 

5. Examining the Results 

In order to express the accuracy of the algorithm, this paper uses two sets of networks. We 

can mention artificial and real-world networks; such as Zachary Club, Citation Journal network, 

football and boxing which is about America's policies. In these networks the real community 

structure in known in advance (in nodes). ARI value, which is between 0 and 1, is as a measure of 

performance measures considering the random partition expectation [16]. 

 

Table 4. parameters values of GA 

Parameter Value Description 

𝑝𝑜𝑝𝑠𝑖𝑧𝑒 50 The population size 

𝑝𝑚 0.3 Mutation rate 

𝑝𝑐 0.6 Crossover rate 

𝑔𝑒𝑛𝑠 100 Maximum number of iterations 

 

The GA parameter values in Table 4 are regarded as the number of population members, 

percentage of mutation, percentage of combination, and the number of iterations of the program. 

Given the different tests for different modes, the obtained values are the most desirable ones. 

 

5.1 Evaluation Criteria 

To evaluate the performance of the algorithm the study used the following evaluation 

criteria: 

ARI 

Adjusted Rand Index (ARI) is provided by [38] and includes values between one and zero. If 

all nodes are located in the true community the value is 1, and if none of the nodes are in the true 

community the value is 0.  

In the evaluation criteria each node is shown by nij that actually belongs to the true 

community of Lti as well as the obtained community of Lpj. Then, ni. and n.i display total nodes 
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of the true community of i, as well as the total nodes related to the imagined community of j, 

respectively. The following relationship shows the amount of ARI. 

 

𝐴𝑅𝐼 =
∑ (

𝑛𝑖𝑗

2
)𝑖,𝑗 − [∑ (

𝑛𝑖.

2
)𝑖 ∑ (

𝑛.𝑗

2
)𝑗 ] / (

𝑛
2

)

1
2 [∑ (

𝑛𝑖.

2
)𝑖 + ∑ (

𝑛.𝑗

2
)𝑗 ] − [∑ (

𝑛𝑖.

2
)𝑖 ∑ (

𝑛.𝑗

2
)𝑗 ] / (

𝑛
2

)
 (10) 

 

NMI 

Normalized mutual information (NMI) is introduced as the performance measure in 

clustering quality and can be used for community detection quality.  NMI shows the similarity 

between the class structure and the clusters structure but in this problem reflects the similarity 

between the true community and the detected community. Given two parts A and B of a network, 

C is the confusion matrix. In C, Cij is the number of nodes of community i of part A that are also 

in community j of part B . NMI I(A, B) is defined as follows: 

 

𝐼(𝐴, 𝐵) =
−2 ∑ ∑ 𝐶𝑖𝑗𝑙𝑜𝑔(𝐶𝑖𝑗𝑁/𝐶𝑖. 𝐶𝑗)

𝐶𝐵
𝑗=1

𝐶𝐴
𝑖=1

∑ 𝐶𝑖𝑙𝑜𝑔(𝐶𝑖/𝑁)𝐶𝐴
𝑗=1 + ∑ 𝐶𝑗𝑙𝑜𝑔(𝐶𝑗/𝑁)

𝐶𝐵
𝑗=1

 (11) 

 

 If A = B, I(A, B) = 1; if A and B are totally different, I(A, B) = 0. The higher the value of 

NMI reveals the more approximate to the true communities are the detected communities. 

 

5.2 Test on Artificial Networks 

To verify the accuracy of the algorithms in identifying complex communities, the algorithm 

is examined on networks with different characteristics. These networks are demonstrated in 

Figure 8. One network has 75 communities that each category contains 4 nodes, which are 

connected by an edge. Of course, in each category all of the nodes are connected to each other, 

i.e. each node in each category has at least 3 edges. The community is displayed in Figure a. 

One network has 4 categories, and each category contains 50 nodes. The nodes in each 

category are fully linked to each other. On the other hand, nodes with multiples of ten anywhere 

in the network are connected to each other; in other words, each category is linked to other 

category by 50 edges. 

A network is shown with two categories, one of the categories has 400 nodes and the other 

has 100 nodes. In each category, each node is connected to other nodes, and there are10 

connection between these two categories. 
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A network is shown with 5 categories, with two similar categories, and another three similar 

categories. Each of the two larger categories are consisting of 40 nodes and the other three 

categories each containing 5 nodes. The proposed algorithm is used for the detection of the 

network communities. The results are shown in Table 5. 

 

 

 

a c 

 

 

d b 

Figure 8. Artificial complex networks 

 

In order to evaluate the effect of the proposed method, a number of networks in real-world 

are employed. The results of the network’s community detection are given below, as well as the 

criteria for evaluating the results. 
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Table 5. The results of the artificial network 

 node edge True Communities Predicted 

Communities 

𝑛𝑑𝑖𝑛 𝑛𝑑𝑜𝑢𝑡 ND NMI 

a 300 525 75 75 204.355 30 2.3247 1 

b 500 84761 2 2 497.864 0.079 248.892

5 

1 

c 95 1620 5 5 87.634 2.998 16.9272 1 

d 200 5054 4 4 191.423 0.156 47.8167 1 

 

Table 5 shows the results of the artificial network. As can be seen, the algorithm has 

identified the communities in each of the networks with 100 percent accuracy. 

Now, given that the proposed algorithm in artificial networks has good performance, the 

performance of the presented algorithm on real networks that are usually referred to in the 

literature is investigated. There are four networks called Zachary’s Club, America's policy book, 

risk map, and football clubs that are introduced. Then using the algorithm it has been tried to 

identify their communities.  

Zachary Club [18] 

Zachary Club is one of the most commonly used networks in terms of detection. The 34 

members of the club make up the 34 nodes of the network. Relationships between members 

include 78 edges. It has two categories of membership. The network is shown in Figure 9. 

 
Figure 9. Community partition result of Zachary’s karate club network using a) Modularity 

density maximization b) Modularity maximization. 
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America’s Policy Book [18] 

 
Figure 10. America’s Policy Book 

 

In this network, the nodes represent 105 books about politics in America, purchased from the 

online bookstore Amazon.com, and the edges are between the pairs of books that are purchased 

by a buyer simultaneously. Books are divided according to their position or political alignment 

with them (liberal or conservative). Except for a number of books that are affiliated with no party 

the others could be clearly identified. The network is shown in Figure 10 

 

Risk Map [16] 

This network is one of the popular risk game maps, which are divided by six members. It is 

shown in Figure11. 

 

 
Figure 11. Risk map network; node shading indicates the six distinct continents in the game. 
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Football Club 

The network shows America’s Football League first collected by Girvan and Newman [21]. 

Given that the network is somewhat complex, it is examined in the articles less than other 

networks. The network has 115 nodes and 615 edges. Each team belongs to a conference with 8-

12 teams, which in fact display communities in the network. The network is shown in Figure 12. 

 

 
Figure 12. Football Club 

 

6. Results 

To demonstrate the function, the proposed approach was used in the networks in the real 

world, as well. The results of the tests are given in Table 6 and Table 7. To evaluate the results, 

the ARI criterion is employed in this table. And the results are evaluated with the real results of 

the problem that approves the degree of accuracy of the obtained results. The closer the amount 

of ARI to 1, [20] the better the accuracy of the obtained responses is. 

As presented in table 7, two indices were used to investigate accuracy of the proposed 

algorithm; one shows the number of detected communities and the other one shows accuracy of 

nodes locations within the communities. As seen in the table, good performance was achieved for 
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Karate and football in terms of communities’ number and accuracy; however, for risk map 

network, the number of detected communities is more than the real number. However, regarding 

high accuracy of NMI, the nodes are suitably located in the communities. Regarding Polbook 

network, although accurate number of communities is detected, its accuracy is far lower than 

other networks. In order to investigate algorithm quality, the results are compared with those 

obtained by 12 algorithms.  

Table 6. The results of the real network 

 

 

 

 

 

Table 7. Best Modularity density values and ARI obtained for four real world networks. 

Network name nodes edges 
True 

Communities 

Predicted 

Communities 
𝑨𝑹𝑰  NMI Q 

Karate 34 78 2 2 1 1 0.4487 

RiskMap 41 83 6 7 0.8644 0.90 0.9773 

PolBooks 105 441 3 3 0.7367 0.6484 0.5370 

Football 115 613 12 12 0.8873 0.9220 0.6829 

 

Table 8. The comparison of Q between propose algorithm and 9 other algorithm 

 MLAMA 

-Net 

CLA 

-net 

CNM MIGA Meme 

-net 

GA 

-net 

MOCD MOGA

-net 

MOEA/D-

net 

MA 

karate 0.4198 0.4188 0.3807 0.4188 0.4020 0.4059 0.4188 0.4198 0.4198 0.4487 
Football 0.6050 0.6046 0.5733 0.5911 0.5888 0.5940 0.5958 0.5280 0.6044 0.6829 

PolBooks 0.5255 0.5254 0.5178 0.5269 0.5178 0.5230 0.5208 0.5027 0.5236 0.5370 

 

Table 8 compared our results from Memeic Algorithm with 9 other algorithms MLAMA-Net 

[27], CNM algorithm [39], Meme-Net algorithm [40], GA-Net algorithm [41],MOCD algorithm 

[42], MOGA algorithm [43], MOEAD-Net algorithm [44], MIGA [25] and CLA-Net algorithm 

[26] based on modularity  Q for 3 real world networks  

As is presented in table 1 value for modularity Q is better than all of other algorithms, for 

example the best value of Q was 0.4198 and gained by MLAMA-Net algorithm while this value 

is 0.4487 in proposed MA algorithm.  

Table 9 compared our results from Memeic Algorithm with 3 other algorithms 

MIGA[25],MA[25] and GA[25] based on Normalized mutual information(NMI) for 3 real world 

networks 

 

 

 

Network 

name 

𝑛𝑑𝑖𝑛 𝑛𝑑𝑜𝑢𝑡 ND 

Karate 4.33214677652800 0.983160589575919 1.67449309347604 
football 53.5122323455941 37.9913854889965 1.29340390471647 

PolBooks 9.87115846843417 0.51639777949322 3.11825356297995 
RiskMap 13.1260199333708 4.62994610333661 1.4160123050500571 
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Table 9. The comparison of NMI between proposed algorithm and 3 other algorithm 

The values of NMI at 3 different algorithms 

 MIGA MA GA  Proposed MA 

karate 1 0.699 0.687 1 

Football 0.916 0.910 0.532 0.92 

PolBooks 0.585 0.455 0.521 0.64 

 

As is observed in given table value of NMI is better than other algorithm for all real 

networks Karate, Football and Polbooks. 

 

7. Conclusion 

The present article used the Memetic algorithm method with real data. Due to the use of 

matrices with real data, it is easy to work with the network and its matrix relations, and to 

implement combination and mutation operations. Moreover, the study developed new criteria for 

density based on the relationship between nodes. Then, each network was evaluated. As the 

results indicate, the proposed method provides appropriate responses by taking into account the 

intended criteria for network classification. This method was evaluated for a number of artificial 

networks and existing community networks, which approves the efficiency of the proposed 

method. Future studies can apply this method on large and directed networks, as well.  
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