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 In the integrated energy system, the smart and safe electricity consumption requires 

complex computation and faces high safety risk. To solve the problem, this paper designs 

a smart and safe electricity consumption model for integrated energy system based on 

electric big data. Firstly, an aggregate return index was designed based on clustering 

degree and dispersion degree to automatically optimize the number of classes, and 

facilitate the k-means clustering (KMC). Next, the optimization criterion for the behavior 

features of smart and safe electricity consumption was proposed, in which the 

effectiveness and correlations of the features are measured by the amount of mutual 

information and the degree of correlation, respectively. After that, the authors put forward 

a feature optimization strategy for smart and safe electricity consumption behaviors. By 

this strategy, effective and independent features were selected to form a simplified feature 

set for the clustering of smart and safe electricity consumption behaviors. On this basis, a 

smart and safe electricity consumption model was presented for integrated energy system. 

The effectiveness of our model was confirmed through example analysis. 
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1. INTRODUCTION 

 

In recent years, many smart electricity meters have been put 

into use, together with their supporting monitoring devices. As 

a result, a variety of electric big data have been collected in 

time. With a great potential of application, electric big data is 

an important type of big data, which introduce the concepts, 

techniques, and methods of big data in the power sector. 

Originating in all links of power generation (e.g. power 

generation, transmission, transformation, distribution, 

consumption, and dispatching), electric big data can be 

considered as a set of visualized data involving multiple 

companies, disciplines, and businesses. 

With the grid access of renewable energy, flexible use of 

active loads, and interconnection between regional grids, the 

power system has evolved into a typical largescale dynamic 

system with ultrahigh dimensions. Further, the power system 

is increasingly coupled with the gas system and thermal 

system, creating an electricity-centered integrated energy 

system. To effectively control such a complex system, it is 

necessary to apply big data technology in the integrated energy 

system, capture physical states with smart sensors, create data-

driven simulation models, and combine assisted decision-

making with operation control [1]. These measures help to 

enhance the operating safety, reform the service model, and 

innovate energy utilization of the integrated energy system, 

pushing forward the energy revolution. 

Many scholars at home and abroad have analyzed the 

behaviors of electricity users. For example, Hu et al. [2] 

improved the k-means clustering (KMC) to expound the 

electricity consumption of users. Based on cloud computing 

platform, Shuai et al. [3] realized clustering analysis of 

electricity consumption behaviors under the framework of 

distributed program, using a smart user collection system. 

Zhou et al. [4] explored the statistical law of electricity 

consumption behaviors in response to changes in electricity 

price, and established a time-of-use (TOU) electricity pricing 

model based on the game between grid company and users. Li 

et al. [5] analyzed the factors affecting residential electricity 

consumption, and carried out fuzzy comprehensive evaluation 

(FCE) of the demand-side response capacities for users with 

different concepts, incomes, and information preferences. 

Wang et al. [6] constructed a user response model under peak-

valley electricity prices, estimated the parameters of the model, 

and proposed a real-time update process for the model that 

adapts to the peak-valley TOU electricity price. Inspired by 

big data technology, Asl et al. [7] predicted the parallel load 

based on random forest (RF) algorithm. Wang et al. [8] put 

forward several application scenarios based on electricity 

consumption behaviors, such as decision support to electricity 

pricing, preparation of demand plan, and formulation of 

energy efficiency scheme. None of the above studies on 

electricity consumption behaviors have mentioned how to 

analyze and select the features of such behaviors. The behavior 

feature sets were utilized without data analysis or optimization. 

The effectiveness of these sets remains to be verified, against 

the target user samples [9-15]. 

This paper presents an analysis approach for electricity 

consumption based on electric big data. Based on clustering 

degree and dispersion degree, an aggregate return index was 

designed to automatically optimize the number of classes, 

laying the basis of the KMC [16-19]. After that, the 

effectiveness and correlations of power consumption 

behaviors were evaluated, and used to formulate a feature 
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optimization strategy, which reduces the computing load of 

optimizing the feature set through quantification of the 

relevant indices. Finally, the feature optimization strategy was 

applied to obtain a suitable feature set from the extracted user 

samples, and complete the analysis on electricity consumption 

behaviors. 

 

 

2. ELECTRIC BIG DATA TECHNOLOGIES 

 

The collection, analysis and application of electric big data 

require complex technologies, such as big data collection, big 

data import/preprocessing, big data statistics/analysis, and big 

data mining. 

 

2.1 Big data collection 

 

The collection of big data is impossible without the 

technologies of the Internet and the Internet of things (IoT). 

The main technologies include identification, sensing, and 

aggregation.  

Identification can be performed through radio frequency 

identification (RFID), barcode, quick response (QR) code, and 

biometric identification technologies (iris, fingerprint, and 

voice). 

Sensing is often achieved with embedded sensors, which 

form a sensor network. The sensor network can collect the 

various indices and data that affect or reflect the operation 

state of the grid. 

Aggregation is an effective way to realize local processing, 

while reducing the consumption of communication bandwidth. 

Once aggregated, the big data can be processed locally to 

remove redundant information, increase the user capacity of 

the network, and improve the efficiency of bandwidth 

utilization. 

 

2.2 Big data import/preprocessing 

 

Before analysis, the collected big data must be imported to 

the memory or database. During the import, the format and 

standard of the data should be unified, and the unstructured 

data should go through storage and modelling.  

After the import, the big data need to be preprocessed. It is 

inevitable for the collected data to contain noises or incorrect 

items, under the effects of the physical environment, weather, 

and the aging or malfunction of the monitoring devices. 

Moreover, some items may be erroneous, omitted, or lost, if 

the communication environment is harsh. To solve the defects, 

the relevant data should be denoised, and the lost items be 

restored. The preprocessing is also called data cleaning. 

 

2.3 Big data statistics/analysis 

 

Big data statistics and analysis involve such technologies as 

classification, clustering, and correlation analysis. By the time 

features, the technologies can be divided into offline 

computing, batch computing, memory computing, and stream 

computing. 

The big data can be classified by the following algorithms: 

nearest neighbor algorithm, support vector machine (SVM), 

boosted trees, Bayesian classifier, neural network, and RF 

algorithm. To improve the classification performance, the 

classification algorithms are often combined with the fuzzy 

theory. 

Clustering can be understood as unsupervised classification. 

The most popular clustering algorithm is the KMC. 

Correlation analysis, the primary strategy for big data 

analysis, mainly mines the correlations between objects based 

on support and confidence. The basic algorithms for 

correlation analysis include Apriori algorithm and frequent 

pattern (FP) growth algorithm. 

 

2.4 Big data mining 

 

The results of big data analysis should go through data 

mining. Taking data as the center of processing, the big data 

analysis often outputs results that are difficult to comprehend 

and not in line with the research purpose. In the worst-case 

scenario, the results might be useless and even contradictory. 

To realize data mining, human intervention is needed to filter 

and purify the results, and transform them into semantic forms 

that can be understood by human. In light of the features of big 

data, Mahout implemented data mining algorithms through 

parallel computing, which greatly reduces the calculation 

delay. 
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Figure 1. The procedure of big data analysis  

 

 

3. ANALYSIS ON ELECTRICITY CONSUMPTION 

BEHAVIORS BASED ON ELECTRIC BIG DATA 

 

3.1 Patterns of electricity consumption behaviors 

 

The patterns of electricity consumption behaviors need to 

be identified from high-dimensional data, which are noisy, 

intricately correlated, and time varying. The traditional model-

driven method only tackles the single dimensional relationship 

between electricity price and electricity consumption. 

However, the methods and psychology of electricity 

consumption have diversified over the years. Facing the 

complex new situation, the model-driven method is no longer 

suitable. Fortunately, the data-driven method can take account 

of multi-dimensional factors across multiple fields.  

The patterns of electricity consumption behaviors are often 

recognized by clustering algorithms. Based on selected 

features and weights, a clustering algorithm performs 

similarity search of samples, and classifies them according to 

features. The classification could be very meticulous, 

depending on the information on electricity consumption. 

The commonly used clustering algorithms are fuzzy C-

means clustering, KMC, SVM, and competitive learning. 

Among them, the KMC is an unsupervised learning algorithm, 

capable of classifying large datasets in a rapid and efficient 
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manner. Therefore, the KMC was selected to identify the 

patterns of electricity consumption behaviors. 

To determine the number of classes k, a clustering 

effectiveness index was constructed to evaluate the clustering 

quality and optimize the number of classes. This strategy is 

simple and independent of sample distribution, eliminating the 

need for manual setting of threshold. Specifically, an error 

decrement coefficient was designed based on the sum of 

squared error (SSE), and combined with the contour 

coefficient into an aggregate return index. The aggregate 

return index reflects the clustering degree and dispersion 

degree of the clusters, and automatically optimizes the number 

of classes k. 

First, the SSE ISSE can be defined as: 
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where, Ci is the i-th class; x a sample in Ci; mi is the centroid 

of Ci, i.e. the mean f all samples. 

If k increases below the optimal number of classes, the 

clustering degree will grow, and the decrement of the SSE will 

surge; If k increases above the optimal number of classes, the 

clustering degree will plunge, and the decrement of the SSE 

will shrink quickly. 

To quantify the aggregate return, the error decrement 

coefficient βSSE can be defined as: 
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If sample xi is allocated to cluster A, then its contour 

coefficient ISC can be described as:  
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where, a(xi) is the mean Euclidean distance between sample xi 

and other samples in cluster A. Let D(xi, b) be the mean 

Euclidean distance between sample xi and other samples in 

cluster B. Then, ( ) min{ ( , )}i i
B A

b x D x b


=  is the minimum 

mean distance between sample xi and other clusters. 

The mean contour coefficient ISC of the sample set is the 

average of the contour coefficients of all samples: 
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where, C is the sample set; n is the total number of samples. 

The error decrement coefficient reflects the intra-cluster 

clustering degree, while the mean contour coefficient reflects 

the inter-cluster dispersion degree. The two coefficients can be 

fused into the aggregate return index IRe: 

 

Re SSE= +
SC

I I
 

(5) 

 

For a given maximum number of classes kmax, multiple 

clustering can be performed with each integer within [2, kmax] 

as the number of classes. The clustering results are the best, 

when the aggregate return index reaches the maximum. In this 

way, the number of classes k can be optimized automatically 

with the aggregate return index. 

Using the optimal k value, the KMC was carried out on the 

samples, producing the class label of each user. 

 

3.2 Features of electricity consumption behaviors 

 

The features of electricity consumption have significant 

impacts on the identification methods and results of electricity 

consumption patterns. Reasonable features must be selected to 

assist with the pattern recognition and user classification. To 

select suitable and effective features of electricity 

consumption, this paper fully considers the effectiveness of 

electrical consumption features and the correlations between 

these features, and evaluates the effectiveness with mutual 

information. 

To begin with, the set of all features was taken as the initial 

candidate feature set Z, which contains n features z. The subset 

of optional features is denoted as Y. Then, the mutual 

information I(z,c) between electricity consumption feature z 

and user class c was defined as the amount of information 

about user class c under the known feature z, that is, the 

decrement of the uncertainty of user class c after knowing 

feature z. The greater the I(z,c), the more effective the feature 

z.  

Next, the entropies of feature z and user class c were 

estimated by the probability density function P. The 

information entropy H(z) of feature z and that H(c) of user 

class c can be respectively obtained by: 

 

2( ) ( ) log ( )
z

H z p z p z= −
 

(6) 

 

2( ) ( ) log ( )
c

H c p c p c= −
 

(7) 

 

The joint information entropy H(z,c) of feature z and user 

class c was introduced to measure the uncertainty of feature z 

and user class c: 

 

2( , ) ( , ) log ( , )H z c p z c p z c dzdc= −  
(8) 

 

Thus, the mutual information I(z,c) can be obtained as: 

 

( , ) ( ) ( ) ( , )I z c H z H c H z c= + −
 (9) 

 

Moreover, the degree of correlation was adopted to measure 

the correlation between every two electricity consumption 

features. The degree of correlation ρzy of feature z with feature 

y in the subset of optional features Y falls in the interval of [-

1, 1]. Hence, the two features are more correlated, as the 

absolute value of ρzy approaches 1, and less correlated, as the 

latter approaches 0. If the subset of optional features is empty, 

the ρzy value is 0 by default. The value of ρzy can be calculated 

by: 

 

cov( , )
zy

z y

z y


 
=

 
(10) 

 

where, cov(z, y) is the covariance between feature z and feature 

y in the subset of optional features Y; σz and σy are the standard 

deviations of z and y, respectively. 
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Through the above analysis, each electricity consumption 

feature z can be evaluated by: 

 

( ) ( , ) (1 )zy

y

J z I z c = −
 

(11) 

 

where, J(z)[0, 1] is the evaluated value of electricity 

consumption feature z; I'(z, c) is the normalized mutual 

information between feature z and user class c. 

The evaluation function for the subset of optional features 

Y can be established as: 

 

( ) ( )
y

J Y J y=
 

(12) 

 

where, J(y) is the evaluation function for each feature in Y. 

The greater the value of J(z), the more effective the 

corresponding feature is to the analysis of electricity 

consumption behavior. Therefore, the J(Y) is the sum of the 

evaluated values of all the features in the subset Y. 

 

3.3 Feature optimization strategy for electricity 

consumption behaviors 

 

Figure 2 explains our feature optimization strategy for 

electricity consumption behaviors. Firstly, a certain number of 

samples were selected from all the users, and all the features 

were extracted from the selected samples. Next, the sample 

features were evaluated by the established criterion. The 

features were selected one by one through forward heuristic 

search: starting with an empty set, each search chooses the 

feature with the highest evaluated value from the current 

subset of optional features, and relocates it into the set of 

selected features until the latter set meets the performance 

requirements. That is, the selected feature y must satisfy: 

 

arg max{ ( )}y J z=
 (13) 

 

Considering both computing efficiency and selection effect, 

this strategy can achieve a good screening effect with a small 

computing load. The termination condition (the information of 

the remaining features is far lower than their redundancy) was 

defined as follows: 

 

max{ ( )}

( )

J z
D T

J Y
= 

 
(14) 

 

where, D is the ratio of the evaluated value of the optimal 

optional feature to that of the subset of optional features. If the 

D value is smaller than the preset threshold T=0.1, the feature 

optimization will be terminated. The termination condition is 

highly effective and easy to calculate, without needing to 

preset the number of features. The feature optimization 

process is summarized as follows: 

The initial candidate feature set Z is taken as the input, and 

the subset of optional features Y is empty. First, the evaluated 

value of each feature z in set Z is calculated by formula (11). 

Next, the optimal features are selected by formula (13) as the 

optional features, and relocated from set Z to subset Y. After 

that, the subset Y is evaluated by formula (14). If the 

termination condition is satisfied, the subset Y will be 

outputted; otherwise, the above steps are repeated until the 

termination condition is satisfied. 

The optimal features corresponding to the electricity users 

can be extracted from the subset Y and subject to clustering 

analysis. Then, the electricity consumption behaviors of each 

class of users can be analyzed separately. 

 

Start

Select sample users from all users

Calculate the full set of features of sample users 

as candidate feature set Z

Calculate the evaluation value of 

candidate features

Add features to the preferred 

feature subset Y according to the 

heuristic forward search method

Remove selected features from 

candidate feature set Z

Calculate the evaluation value D of 

the preferred feature subset

Whether the evaluation value 

of the preferred subset meets the 

termination threshold

Output preferred feature subset Y

End

Y

N

 

 

Figure 2. The feature optimization strategy for electricity 

consumption behaviors 

 

 

4. EXAMPLE ANALYSIS 

 

To verify the effectiveness of our feature optimization 

strategy, the daily electricity data of 550 users were selected 

from a grid. From the common features of electricity 

consumption, six features were selected and compiled into a 

feature set: daily electricity consumption, daily maximum load, 

mean daily load, daily peak-to-valley difference, valley power 

coefficient, and the percentage of electricity consumption in 

normal periods. The selected features are denoted as 1-6 in 

turn. 

The KMC algorithm was employed for clustering analysis. 

For comparison, the original user classes were obtained from 

the original load curves before feature extraction. Then, each 

iterative feature selection of our feature optimization strategy 

was analyzed in details. Table 1 and Figure 3 provide the 

information about the first feature selection process. 

As shown in Table 1, daily peak-to-valley difference 

(feature 4) achieved the highest evaluated value by our feature 

optimization strategy. Figure 3 shows that the classification 

accuracy was 75.6%, using daily peak-to-valley difference, 

which was far higher than the accuracy obtained using any 

other feature. Therefore, the evaluated value of a feature can 

basically reflect the classification accuracy using that feature. 
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Figure 3. The clustering accuracy of each feature                 Figure 4. The clustering accuracy of each feature 

subset in the first feature selection                                    subset in the second feature selection 

 

Table 2 and Figure 4 provide the information about the 

second feature selection process. Note that the daily peak-to-

valley difference was not analyzed, because it had been chosen 

in the first selection. 

As shown in Table 2, daily electricity consumption (feature 

1) had the highest evaluated value. Figure 4 shows that the 

classification accuracy using the subset of feature 1 was far 

higher than the accuracy obtained using any other feature. 

Therefore, the value of each feature evaluated by our strategy 

can accurately reflect the classification accuracy using the 

subset of that feature. 

 

Table 1. The evaluated value of each feature in the first feature selection 

 

Feature 
Daily electricity 

consumption 

Daily 

maximum load 

Mean 

daily load 

Daily peak-to-

valley difference 

Valley power 

coefficient 

Percentage of electricity 

consumption in normal periods 

Feature 

number 
1 2 3 4 5 6 

Evaluated 

value 
0 0.365 0.322 1 0.481 0.641 

 

Table 2. The evaluated value of each feature in the second feature selection 

 

Feature 
Daily electricity 

consumption 

Daily 

maximum load 

Mean 

daily load 

Daily peak-to-

valley difference 

Valley power 

coefficient 

Percentage of electricity 

consumption in normal periods 

Feature 

number 
1 2 3 4 5 6 

Evaluated 

value 
0.322 0.125 0 / 0.233 0.254 

 

 

5. CONCLUSIONS 

 

Based on electric big data, this paper puts forward an 

analysis method for electricity consumption behaviors. Firstly, 

the KMC algorithm was improved to eliminate the need for 

manual setting of the k value. The aggregate return index was 

designed as the criterion for k value selection, such that the k 

value can be optimized automatically. Next, the effectiveness 

of electricity consumption behaviors was quantified based on 

the amount of feature information, and a feature optimization 

strategy for electricity consumption behaviors was developed 

in view of mutual information and correlation coefficient. The 

proposed strategy improves the reliability and effectiveness of 

the analysis on electricity consumption behaviors, and 

promotes the mining of valuable information from electric big 

data, providing useful information for the formulation of 

relevant policies and services. 
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