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 The boom of e-commerce platforms (ECPs) has created a massive amount of data on user 

behaviors. To realize precision marketing, the ECPs must mine out the effective 

information from the massive data, and predict the purchase intention of their users. 

Therefore, this paper attempts to design an effective prediction model of purchase intention 

among ECP users. Firstly, feature engineering, coupled with big data analysis, was 

performed to identify the features that directly bear on the purchase intention of ECP users. 

Drawing on these features, two prediction models were established based on linear 

regression (LR) and extreme gradient boosting (XGBoost), respectively. The XGBoost 

model was found to be more effective through experiment on ECP users using cellphones. 

Finally, the prediction effects of the XGBoost-based prediction model were verified 

through an experiment on Epinions Trust Network Dataset. The research results provide 

new insights into user behaviors on ECPs. 
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1. INTRODUCTION 

 

The rise of e-commerce has reshaped our consumption 

mode. Online shopping is siphoning a growing number of 

consumers from physical stores. The various behaviors of e-

commerce platform (ECP) users, namely, order placement and 

payment, have generated a massive amount of data, which can 

be processed through data mining and machine learning. 

However, the e-commerce data are highly redundant, as users 

often browse through many unnecessary items on ECPs. To 

improve consumer stickiness, it is imperative to help ECP 

users find the items they need quickly. 

At present, ECPs generally adopt three marketing strategies: 

issuing store or platform coupons during promotional 

activities, recommending a user for low-price items similar to 

those he/she added to the shopping cart, and referring a user to 

the items relevant to his/her search history. The three strategies 

are all ground on search or recommendation algorithms. 

Nevertheless, there is not yet an algorithm that effectively 

predicts the purchase intention of ECP users.   

To make up for the gap, this paper develops a prediction 

model of purchase intention among users on an ECP. 

Specifically, the key features affecting the purchase intention 

of the users were extracted through feature engineering and big 

data analysis, and used to establish two prediction models 

based on linear regression (LR) and extreme gradient boosting 

(XGBoost), respectively. Next, the prediction effects of the 

two models on ECP users using cellphones were compared, 

and the XGBoost-based model was found to be the better one. 

Finally, the prediction effects of the XGBoost-based 

prediction model were verified through an experiment on 

Epinions Trust Network Dataset. 

 

 

 

2. LITERATURE REVIEW 

 

2.1 Data analysis 

 

Data analysis has been widely used to predict the purchase 

intention of ECP users. Azad et al. [1] studied the main factors 

affecting the consumer loyalty and repeat purchase rate of 

Yahoo users. Zhu et al. [2] predicted the purchase intention of 

consumers by analyzing their behavior data, and examined the 

features of consumers who intend to make repeat purchase. 

Lucero [3] explored the relationship between influencing 

factors of group purchase and individual purchase on Amazon, 

revealing that ECP users prefer to purchase items with more 

comments and less restrictions on use. 

The data analysis of ECP users is still in the exploratory 

stage. Most of the relevant studies focus on the application and 

optimization of algorithms. There is little report on the 

behavioral features of ECP users. 

 

2.2 Recommendation algorithms 

 

Recommendation algorithms [4] are another common 

method to predict the purchase intention of ECP users. Based 

on various social tags, Yuan et al. [5] designed a collaborative 

filtering (CF) recommendation algorithm for Sina Weibo users. 

Nanopoulos et al. [6] classified songs by social tags, and 

proved that the classification based on social tags is more 

accurate than that based on texts and other data sources. To 

make accurate recommendations, Salter and Antonopoulos [7] 

combined tag ranking and content-based filtering to calculate 

the tag relevance of film-related elements.  

Punj [8] discussed the behavioral features of online book 

purchases, and proposed a collaborative recommendation 

algorithm to find users with similar behavior to the benchmark 

user. Focusing on online course recommendation, Lu et al. [9] 
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searched for item sets related to content through item-based 

collaborative filtering, filtered the item sets by sequential 

pattern mining, and combined the two methods to recommend 

potentially useful courses to online learners. Ahmad et al. [10] 

recognized the correspondence between user actions and 

responses like page forwarding, and collected the data on 

shopping behavior through weblog analysis. Sun and Bin [11] 

extracted nine features from the poster, reader and content of 

Sina Weibo, and established a user behavior prediction model 

based on logical regression. 

With the aid of radial basis function (RBF) neural network 

(NN), Lin et al. [12] designed a precision marketing strategy 

for telecom companies through the following steps: firstly, the 

key elements of clusters were selected through factor analysis; 

next, the cluster centers were identified by nearest neighbor 

clustering, and adjusted by k-means clustering (KMC); after 

that, the center of the RBF-NN was determined; finally, a 

consumer segmentation model was developed to describe the 

behavioral features of different users and make precise 

recommendations to each user. Martin and Herrero [13] 

improved the decision tree algorithm, and verified the 

effectiveness of the improved algorithm in predicting purchase 

behaviors.  

To sum up, recommendation algorithms can indeed improve 

the prediction accuracy of purchase intention among ECP 

users, but face prominent defects like data sparsity, cold start 

and lack of scalability. 

 

 

3. FEATURE EXTRACTION OF PURCHASE 

BEHAVIOR BASED ON BIG DATA ANALYSIS 

 

In the age of big data, data features are more important than 

prediction algorithms to the forecast of purchase intention. 

Hence, it is necessary to extract and screen out the typical 

features from the original data through feature engineering, 

and apply them to enhance the accuracy of prediction 

algorithms. 

 

3.1 Problem description  

 

Our problem aims to predict the purchase intention of users 

on an ECP in the next 5 days. Predicting whether a user will 

purchase a type of items was considered as a binary 

classification problem. If a user makes the purchase, he/she 

was tagged positive; if the user does not make the purchase, 

he/she was tagged negative.  

In theory, the positive samples and negative samples should 

add up to all the users of the ECP, and the sample space should 

cover all the historical data of these users. In real-world 

scenarios, however, the purchase behavior in the next 5 days 

is not affected by the behavioral data of each and every user.  

Therefore, this paper selects the active users in the 5 days 

before the forecast date as the samples, and extracted the 

features of the sample space from the user behavioral data in 

the 15 days before the forecast date. The interval between the 

same behavior in the training set and the test set was set to 5 

days. Hence, the training and test sets were collected from 25 

days.  

 

Table 1. User information 

 
Field name Meaning Data type 

User_id User ID String 

User_age Age group Enum; 6 age groups 

User_sex Gender Boolean 

Reg_date Registration date  String 

User_level Level Enum 

 

Table 2. User behaviors 

 
Field name Explanation Data type 

User_id User ID String 

Item_id Item number Int 

Request_date Behavior date Date 

Request_time Behavior time Time 

Cate Category ID Int 

Brand Brand ID Int 

 

Table 3. Behavior data of three users 

 
User_id Item_id Request_date Request_time Behavior Cate Brand 

cu_723b081 41 2019.7.3 13:31:26 click 671 33 

cu_723b081 41 2019.7.3 13:39:02 click 671 33 

cu_723b081 121 2019.7.6 20:17:33 click 671 39 

cu_723b081 121 2019.7.6 20:17:56 browse 671 39 

cu_723b081 315 2019.7.7 18:08:19 cart_add 4287 66 

cu_7a3e765 751 2019.7.4 11:22:18 click 782 502 

cu_7a3e765 751 2019.7.4 11:26:25 click 782 502 

cu_7a3e765 751 2019.7.4 12:39:38 click 782 502 

cu_7a3e765 352 2019.7.5 22:17:19 click 93 609 

cu_7a3e765 352 2019.7.5 22:37:56 order 93 609 

cu_7a3e765 57 2019.7.6 19:22:21 click 802 772 

cu_7a3e765 57 2019.7.6 19:28:22 click 802 772 

cu_81af3b1 323 2019.7.3 16:22:25 click 872 111 

cu_81af3b1 323 2019.7.3 16:27:22 browse 872 111 

cu_81af3b1 323 2019.7.3 16:28:25 order 872 111 

cu_81af3b1 421 2019.7.3 16:37:21 click 332 1126 

cu_81af3b1 421 2019.7.3 16:38:04 browse 332 1126 

cu_81af3b1 421 2019.7.3 16:39:22 cart_add 332 1126 

cu_81af3b1 421 2019.7.3 16:42:51 cart_del 332 1126 

cu_81af3b1 577 2019.7.4 10:01:04 click 188 732 

cu_81af3b1 577 2019.7.4 10:31:21 browse 188 732 

cu_81af3b1 577 2019.7.4 10:32:09 order 188 732 
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Two issues should be solved before predicting whether a 

user will make a purchase in the next 5 days: the range of 

research data, and the useful features from the historical user 

behaviors. Hence, feature engineering was implemented to 

find and extract the key features from the historical data in an 

accurately and efficient manner. After that, the extracted 

features were subjected to dimensionality reduction and outlier 

processing. Tables 1 and 2 list the information and behaviors 

of ECP users for big data analysis, respectively. 

As shown in Table 2, an ECP user has 6 different behaviors 

for an item, including browse, add to cart (cart_add), delete 

from cart (cart_del), order, follow, and click. Every behavior 

of the user for an item generates a behavior record. Table 3 

displays the behavior data of three users. The behaviors of 

each user were sorted by behavior time. 

In Table 3, the first line means user cu_723b081 clicked on 

item #41 in category 671# at 13:31:26 on June 3, 2019. The 

user operated over three items in two categories over 5 days. 

On this basis, the behavioral features of the user can be 

obtained through big data analysis, and used to predict whether 

the user will make a purchase in the next 5 days.  

Considering the sheer number (10,725) and fast growth 

(3,500/day) of categories on the ECP, a resource strain will 

definitely appear if all the data in every category is analyzed. 

Therefore, the user behavioral data in one category, i.e. the 

users who have operated on cellphones, were selected for 

analysis. 

In principle, all the historical data should be adopted for 

further analysis. However, the user behaviors in the next 5 

days have little to do with those occurring half a year or one 

year ago. Hence, only a part of historical data was subjected to 

feature engineering. 

 

3.2 Big data-based feature extraction 

 

To extract the key features, statistical analysis was 

performed based on one or more information points. Judging 

by the data graph, the authors evaluated if a feature is 

meaningful or meaningless, and mined out new features. 

Through big data analysis, the extracted features were 

divided into statistical features, category features, interval 

features, browsing features and calculation features. 

(1) Statistical features 

The statistical features include basic information, statistics 

on the six behaviors in each interval, the number of items 

operated in each interval, and the number of brands operated 

in each interval. 

(2) Category features  

The category features include the number of days that a 

category is operated, the number of days that a category is 

operated more frequently than others, the number of days that 

a category is operated earlier than others, and the maximum 

number of days that a category is operated continuously. 

(3) Interval features 

The interval features include the interval from the first 

browse to the day before the forecast date, the interval from 

the registration date to the forecast date, and the interval from 

the first order to the last order. 

(4) Browsing features 

The browsing features include the fractional addition of 

browsing depth in each interval, and the direct addition of 

browsing depth in each interval.  

(5) Calculation features 

The calculation features include ratio features, addition 

features, multiplication features and reduction features. 

Specifically, a ratio feature is quotient of the corresponding 

statistical feature and interval; an addition feature is the sum 

of normalized times of the six behaviors; a multiplication 

feature is the product between the number of active days and 

that of active behaviors; a reduction feature is the difference 

between the corresponding statistical features before and after 

an interval. The reduction feature can be described as: 

 

𝐹(𝑢, 𝑣) = ∑𝑓(𝑢, 𝑣) = ∑[𝑣 × log⁡(1 +
1

𝑢 + 1
)] (1) 

 

where, log⁡(1 + 1 𝑢 + 1⁄ )  is reduction function; 𝑣  is the 

number of user behaviors on the current day; 𝑢 is the interval 

between the current day and the day before the forecast date. 

If a user browses an item 10 times on the day before the 

forecast date, and 10 times on the fifth day before the forecast 

date, then the F value of the former date must be greater than 

that on the latter date. In other words, the behavior closer to 

the forecast date was assigned a relatively high weight. 

Figure 1 compares the statistical features of user behaviors 

before and after implementing the reduction function. 

 

 
(a) Before reduction 

 
(b) After reduction 

 

Figure 1. Statistical features of user behaviors before and 

after implementing the reduction function 

 

As shown in Figure 1, the number of behaviors had the same 

weight on each day, before the reduction function was 

implemented. After the reduction, the F value decreased with 

the increase of the interval, which reflects the negative 

correlation between the interval length and the importance of 

the number of behaviors. 

The ten most and least important user behaviors were 

extracted through big data analysis, and listed in Tables 4 and 

5, respectively. 
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Table 4. The ten most important user behaviors 
 

Symbol Meaning 

f1 Number of clicks in 3 days 

f2 Number of items browsed in 3 days 

f3 Number of brands browsed in 3 days 

f4 Number of active days out of 3 days 

f5 Number of active hours out of 3 days 

f6 Interval from the first browse to the forecast date 

f7 Ratio of the number of browses in 3 days to the 

number of clikcss in 3 days 

f8 Additional user behaviors in 15 days 

f9 Product between the number of active days out 

of 3 days multiplied by number of user behaviors 

f10 Reduction in the number of clicks in 15 days 

 

Table 5. The ten least important user behaviors 
 

Symbol Meaning 

f1 Number of browses in 15 days 

f2 Number of items browsed in 15 days 

f3 Number of brands browsed in 15 days 

f4 Number of active days out of 15 days 

f5 Number of active hours out of 15 days 

f6 Ratio of the number of clicks in 15 days to the number 

of browses in 15 days 

f7 Ratio of the number of browses in 3 days to the 

number of browses in 15 days 

f8 Mean daily number of behaviors in 15 days 

f9 Product between the number of clicks in 3 days and 3 

f10 Product between the number of follows in 15 days and 

15 

 

It can be seen from Table 4 that the most important features 

are reduction features, which confirms that the reduction 

function leads to better features. 
 

 

4. PURCHASE INTENTION PREDICTION MODEL  
 

4.1 LR-based prediction model 
 

The LR [14] is a binary classification model that maps the 

results of linear functions to sigmoid functions. The LR 

prediction function can be expressed as: 
 

𝑓𝜃(𝑥) = 1 1 + 𝑒−𝜃
𝑇𝑥⁄  (2) 

 

where, 𝑓𝜃(𝑥) (-1, 1) is the predicted purchase probability; 𝜃 

is the regression parameter. 

If 𝑓𝜃(𝑥) is greater than or equal to 0.5, the target user is 

expected to make a purchase; otherwise, the target user is not 

expected to make any purchase. 

The probability of sample generation can be expressed as: 

 

𝑝(y|x; θ) = (𝑓𝜃(𝑥))
𝑦
(1 − 𝑓𝜃(𝑥))

1−𝑦 (3) 

The LR parameters can be estimated by maximum 

likelihood method. The probability of simultaneous 

occurrence of 𝑚 samples can be obtained by: 
 

𝐿(θ) = 𝑝(𝑦⃗|X; θ) =∏ (𝑓𝜃(𝑥
𝑖))𝑦

𝑖
(1

𝑚

𝑖=1

− 𝑓𝜃(𝑥
𝑖))1−𝑦

𝑖
 

(4) 

 

where, 𝑚 is the number of samples. 

The maximum likelihood method aims to find θ when 𝐿(θ) 
is maximized by gradient ascent. The iterative update of θ can 

be described as: 
 

𝜃𝑗 ≔ 𝜃𝑗 + 𝛽(𝑦𝑖 − 𝑓𝜃(𝑥
𝑖))𝑥𝑗

𝑖 (5) 

 

where, 𝛽 is the step length. 

To verify the LR-based prediction model, the research data 

were split into a training set, a prediction set and a verification 

set. The training set covers the data from the 𝑛 days before the 

forecat date (𝑛>15). 

Table 6 shows the actual number of users who make 

purchases (p_order) and the actual number of users who make 

no purchases (p_not_order) in each fractional segment of the 

prediction score (0-1). Obviously, the prediction score is 

positively correlated with the probability for a sample to be 

positive, and the growth rate of the proportion of users who 

make purchases. 
 

Table 6. User numbers in each fractional segment 
 

Fractional 

segment 

p_order p_not_order Total 

number 

of users 

Ratio of 

p_order 

0.0-0.1 7984 1812098 1820082 0.44% 

0.1-0.2 6329 279427 285756 2.21% 

0.2-0.3 4276 92581 96857 4.41% 

0.3-0.4 2870 40384 43254 6.64% 

0.4-0.5 2367 21328 23695 9.99% 

0.5-0.6 1937 13297 15234 12.72% 

0.6-0.7 1672 8284 9956 16.79% 

0.7-0.8 1282 5071 6353 20.18% 

0.8-0.9 1064 2887 3951 26.93% 

0.9-1.0 1132 1621 2753 41.12% 

 

The prediction effects of the LR-based prediction model 

were measured by accuracy, recall and F1 [15]. Taking 1 week 

as the training cycle, this paper makes predictions every day 

to verify the prediction results for ECP users who have 

operated on laptops (laptop users) and those who have 

operated on cellphones (cellphone users). The predictions and 

evaluation results of the LR-based model for the cellphone 

users and laptop users are displayed in Tables 7 and 8, 

respectively. It can be seen that the LR-based prediction model 

performed better on cellphone users than on laptop users.

 

Table 7. Predictions and evaluation results of LR-based model for cellphone users 

 
Training cycle Test cycle Ratio of positive samples to negative samples Accuracy Recall F1 

9.10-9.14 9.15-9.19 1:78 0.2776 0.2331 0.2535 

9.10-9.14 9.16-9.20 1:72 0.2481 0.2783 0.26005 

9.10-9.14 9.17-9.21 1:56 0.2572 0.2551 0.2547 

9.10-9.14 9.18-9.22 1:53 0.2432 0.2562 0.2498 

9.10-9.14 9.19-9.23 1:73 0.2647 0.2296 0.2452 

9.10-9.14 9.20-9.24 1:56 0.2683 0.2422 0.2561 

9.10-9.14 9.21-9.25 1:76 0.2625 0.2402 0.2510 
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Table 8. Predictions and evaluation results of LR-based model for laptop users 

 
Training cycle Test cycle Ratio of positive samples to negative samples Accuracy Recall F1 

9.10-9.14 9.15-9.19 1:28 0.2776 0.2331 0.2535 

9.10-9.14 9.16-9.20 1:36 0.2481 0.2783 0.26005 

9.10-9.14 9.17-9.21 1:29 0.2572 0.2551 0.2547 

9.10-9.14 9.18-9.22 1:27 0.2432 0.2562 0.2498 

9.10-9.14 9.19-9.23 1:27 0.2647 0.2296 0.2452 

9.10-9.14 9.20-9.24 1:39 0.2683 0.2422 0.2561 

9.10-9.14 9.21-9.25 1:41 0.2625 0.2402 0.2510 

 

4.2 XGBoost-based prediction model 

 

The XGBoost [16] is a decision tree classifier, which 

approximates the true value with a   group of K regression trees. 

The classifier is known for its excellent generalization ability. 

Here, the XGBoost-based prediction model is constructed as: 

 

𝑦̂𝑖 =∑𝑓𝑗(𝑥𝑖)

𝐾

𝑗=1

 (6) 

 

where, 𝐾 is the total number of trees; 𝑓𝑗 is the j-th tree; 𝑦̂𝑖 is 

prediction result of sample 𝑦̂𝑖. 
The loss function can be expressed as: 

 

Obj(θ) =∑𝑙(𝑦𝑖 , 𝑦̂𝑖)

𝑛

𝑖=1

+∑𝜔(𝑓𝑘)

𝐾

𝑘=1

 (7) 

 

where, 𝑙(𝑦𝑖 , 𝑦̂𝑖) is the training error of sample 𝑥𝑖; 𝜔(𝑓𝑘) is the 

regularization term of the k-th tree. 

Each tree corresponds to a weak classifier 𝑓𝑘(𝜃𝑖). The loss 

function of a weak classifier can be defined as: 

 

𝜃̂𝑚 = 𝑎𝑟𝑔min
𝜃𝑚

∑ 𝑂𝑏𝑗(𝑦𝑖 , 𝐹𝑚−1(𝑥𝑖) + 𝑇(𝑥𝑖; 𝜃𝑚))
𝑛

𝑗=1
 (8) 

 

where, 𝐹𝑚−1(𝑥𝑖) is the current decision tree. 

Table 9 displays the predictions and evaluation results of the 

XGBoost-based model for the cellphone users. 

 

Table 9. Predictions and evaluation results of XGBoost-based model for cellphone users 

 
Training 

cycle 

Test cycle Ratio of positive samples 

to negative samples 

Accuracy Recall F1 

9.10-9.14 9.15-9.19 1:77 0.3307 0.2296 0.2701 

9.10-9.14 9.16-9.20 1:74 0.3036 0.2561 0.2769 

9.10-9.14 9.17-9.21 1:57 0.3128 0.2427 0.2726 

9.10-9.14 9.18-9.22 1:52 0.3148 0.2368 0.2677 

9.10-9.14 9.19-9.23 1:74 0.3258 0.2349 0.2728 

9.10-9.14 9.20-9.24 1:55 0.3325 0.2331 0.2759 

9.10-9.14 9.21-9.25 1:75 0.2981 0.2438 0.2670 

Through the comparison between Tables 7 and 9, it is 

learned that the XGBoost-based prediction model had slightly 

better F1, accuracy and recall than the LR-based prediction 

model, indicating that the former boasts a slightly better 

prediction effect.  

 

 

5. EXPERIMENTAL VERIFICATION 

 

The proposed XGBoost-based prediction model was 

verified through a prediction experiment on Epinions Trust 

Network Dataset [17]. Epinions is a website where users can 

register for free and write reviews on items in various 

categories (e.g. software, music, television show, hardware, 

and office appliances). If a review is found useful, the writer 

will be paid. Table 10 shows the predictions and evaluation 

results of our model for items in all categories. The prediction 

cycle was set to one week. 

It can be seen that the prediction effect of our model for 

items in all categories was slightly worse than that for items in 

a single category. However, the difference is so small as to be 

negligible. This means our model enjoys fairly good 

generalization ability on items of all categories.  

Figure 2 displays the prediction effects of our model for 

items in the top 10 categories. The high accuracy, recall and 

F1 demonstrate the good prediction ability of our model. 

 

Table 10. Predictions and evaluation results of XGBoost-

based model for items in all categories 

 
Training cycle Test cycle Accuracy Recall F1 

9.10-9.14 9.15-9.19 0.2712 0.2231 0.2456 

9.10-9.14 9.16-9.20 0.2463 0.2467 0.2462 

9.10-9.14 9.17-9.21 0.2887 0.2136 0.2453 

9.10-9.14 9.18-9.22 0.2139 0.2702 0.2458 

9.10-9.14 9.19-9.23 0.3519 0.2139 0.2766 

9.10-9.14 9.20-9.24 0.2415 0.2309 0.2366 

9.10-9.14 9.21-9.25 0.2218 0.2861 0.2529 

 

 
 

Figure 2. Evaluation results of XGBoost-based model for 

items in the top 10 categories 
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6. CONCLUSIONS 

 

This paper mainly puts forward a prediction model for 

purchase intention of ECP users. Firstly, the key features that 

affect user purchase intention were extracted through feature 

engineering and big data analysis. Next, the prediction effects 

of the LR and XGBoost were compared, and the latter was 

selected as the basis to establish our model. The effectiveness 

of the XGBoost-based prediction model was verified through 

an experiment on a real dataset. Our model can accurately 

predict the probability for ECP users to purchase a category of 

items in the next 5 days. The research results shed new light 

on how to improve the consumer stickiness of ECPs.  
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