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In recent years, a massive number of images have generated on the online social network 

(OSN). This calls for an efficient and rapid way to extract the information from the OSN 

images. This paper puts forward an OSN image classification method based on improved deep 

belief network (DBN) and support vector machine (SVM). In the proposed method, the image 

classification is enhanced by improving the self-adaptive learning rate based on incremental 

discrimination of reconstruction error and the weight update criteria with increasing 

momentum. The effectiveness of our method was confirmed through an image recognition 

experiment on OSN images obtained from Sina Weibo public platform, in comparison with 

four commonly used classification methods. The research results shed new light on feature 

extraction and classification of OSN images.  

Keywords: 

online social network (OSN), image 

recognition, deep learning, image 

classification, support vector machine 

(SVM) 

1. INTRODUCTION

In the era of the Internet, online social network (OSN) has 

permeated deeply into our daily life. The OSN allows users to 

exchange and share information anytime and anywhere. The 

ubiquitous information exchange leads to an exponential 

growth of the OSN data [1]. As an important part of OSN data, 

images carry lots of important information. However, the 

surging number of images in the OSN poses a severe challenge 

to organized image storage. In fact, it is increasingly difficult 

to find the desired image out of the massive number of images. 

What is worse, the rich information contained in the OSN 

images has not been effectively utilized. In image processing, 

it is a research hotspot to classify the OSN images and extract 

information from them in a quick and accurate manner. 

By the design principle of image classifier, the common 

image classification methods can be divided into two 

categories: those based on production model [2], and those 

based on discriminant model [3]. The former statistically 

represents the data distribution and reflects the similarity 

between images, in the light of the joint probability 

distribution of image features and classes. The latter identifies 

the differences between image classes and finds the optimal 

classification surface between them, according to the 

conditional probability distribution of image features and 

classes. The typical methods based on production model 

include Bayesian classification model [4] and Gaussian 

mixture model [5], and the most representative methods based 

on discriminant model include nearest neighbor method [6], 

decision tree [7] and artificial neural network (ANN) [8]. Both 

types of image classification methods face the defects of being 

shallow classification techniques. For example, the features 

cannot be expressed well if the training sample is insufficient 

or the data dimension is too large. 

The above defects can be solved by the machine learning 

technique of deep learning, which extracts sample features and 

recognizes and classifies patterns through supervised or 

unsupervised learning, using multilayer nonlinear deep 

network structure. Mimicking the hierarchical structure of 

visual neural system, deep learning can extract the input data 

iteratively, mine the high-level features out of the data, and 

thus enhance the classification or prediction performance. 

This paper applies the deep learning model to mine out the 

information in OSN image samples, aiming to achieve fast and 

accurate image recognition. 

2. LITERATURE REVIEW

Image classification [9] generally relies on computer 

technology to automatically obtain the semantic information 

of image features, and divide the information into preset 

classes based on the image content. For example, Li et al. [10] 

proposed a hybrid feature selection strategy based on support 

vector machine (SVM) and genetic algorithm (GA), and 

classified hyperspectral remote sensing images by the strategy. 

Liang et al. [11] put forward an image classification method 

based on convolutional neural network (CNN).  Han et al. [12] 

presented a multi-label image classification algorithm based 

on neural network (NN). Smitha et al. [13] optimized the 

weights of backpropagation neural network (BPNN) with 

conjugate gradient algorithm, and applied the weight 

optimization method to classify magnetic resonance imaging 

(MRI) brain images. Zhang et al. [14] found that the SVM 

performs poorly in classifying a small number of unbalanced 

samples, improved the SVM algorithm and adopted the 

improved version for medical image classification. Xu et al. 

[15] proposed a nonnegative constrained local linear coding

method for image classification, which achieves excellent

classification effect.

Deep learning can classify largescale samples both 

accurately and efficiently, and has been widely used in image 

classification. For instance, Cheng et al. [16] successfully 

employed deep learning to classify remote sensing images. 

Zhao et al. [17] designed a deep convolutional coder for the 

classification of high-resolution synthetic-aperture radar 

Traitement du Signal 
Vol. 36, No. 6, December, 2019, pp. 575-580 

Journal homepage: http://iieta.org/journals/ts 

575



 

(SAR) images, which is immune to the speckle noise in these 

images. Liu et al. [18] developed a discriminative deep belief 

network (DBN) for image classification. Lunga et al. [19] 

created a hybrid deep learning network for image 

classification, in which high-level features are extracted by a 

sparse automatic encoder and then the images are classified by 

the DBN. Ejbali et al. [20] combined wavelet network and 

deep learning into a deep convolutional wavelet network for 

image classification. Zhang et al. [21] proposed a training 

method of DBN model with a distributed parallel computing 

framework.  

Despite its immense popularity in image classification, deep 

learning faces three prominent problems. First, the deep 

learning model is prone to overfitting and the local minimum 

trap in the training process. Second, the deep learning model 

often has a complex structure with multiple parameters, and 

requires iterative calculation in the training process, both of 

which push up the computing load. Third, there is no general 

deep learning model for image classification, although many 

models have been adopted individually. 

 

 

3. IMAGE CLASSIFICATION ALGORITHM BASED 

ON IMPROVED DBN 
 

3.1 DBN 

 

The DBN [22] is a deep learning model commonly used in 

image classification. As shown in Figure 1, the DBN typically 

consists of multiple layers of restricted Boltzmann machines 

(RBMs) and one layer of supervised BPNN [23]. 

 

 
 

Figure 1. Structure of the DBN 

 

The training process of the DBN model usually covers two 

phases: pretraining and finetuning. In the pretraining phase, 

the RBM layers are trained from bottom to top by greedy 

unsupervised learning algorithm. Only one layer of the RBM 

is trained at a time, such that the feature vector can retain as 

much feature information as possible before mapping to 

different feature spaces. In the finetuning phase, the RBM 

output is taken as the input of the BPNN superimposed on the 

top layer of the DBN, and the DBN parameters are finetuned 

from top to bottom through traditional supervised learning 

[24]. 

The RBM, the basic structure of the DBN model, serves as 

the basic unit of DBN training. Hinton et al. proposed the CD-

k algorithm [25], which reduces the large sampling steps 

facing the high dimension of training sample data. However, 

there are still problems with the selection of the initial learning 

rate in the pretraining phase. During the CD-k-based RBM 

training, the network is usually trained by a small global 

learning rate. If the learning rate is too high, the reconstruction 

error will increase sharply, making the algorithm unstable and 

fall into the local minimum. If the learning rate is too small, 

the instability and local minimum trap will be avoided, but the 

convergence will slow down and the training time will become 

excessively long. Therefore, it is crucial to choose a suitable 

learning rate for the DBN training. 

In this paper, the DBN is trained at a changing learning rate 

instead of a global learning rate. To speed up the convergence, 

the momentum term was added to the update criteria of 

connection weight 𝑊𝑖𝑗 and biases 𝑎𝑖 and 𝑏𝑗. In this way, the 

weight and bias terms after the n-th iteration partially depend 

on the updated value after the (n-1)-th iteration. 

 

3.2 Improved DBN training algorithm 

 

The first step to improve the DBN training is to set a suitable 

initial learning rate 𝜎 for the RBM training algorithm. If the 

reconstruction error increases after one iteration, then the 

initial learning rate is too large, and should be reduced by 

multiplying it with a constant less than 1. Otherwise, this 

iteration is effective, and the learning rate should be kept for 

the next iteration. The iterative process should be terminated, 

once the learning rate falls below the specified minimum. 

The improved RBM training algorithm can automatically 

adjust the learning rate 𝛿𝑖𝑗, rather than use a fixed learning rate 

𝜎  in the DBN. This self-adaptive learning rate 𝛿𝑖𝑗  can be 

calculated by: 

 

𝛿𝑖𝑗
′ = {

𝛿𝑖𝑗 ,             𝑖𝑓 ∆𝑒𝑛 > 0

𝜑 × 𝛿𝑖𝑗 ,   𝑖𝑓  ∆𝑒𝑛 < 0
                     (1) 

 

where, 𝜑 ∈ [0,1] is the decrement factor; ∆𝑒𝑛 = 𝑒𝑛 − 𝑒𝑛−1 , 

with 𝑒𝑛  and 𝑒𝑛−1  being the reconstruction errors after n 

iterations and n-1 iterations, respectively. If ∆𝑒𝑛 > 0, then the 

reconstruction error increases after one iteration; if ∆𝑒𝑛 < 0, 

then the reconstruction error decreases after one iteration. 

As mentioned before, in the improved RBM training 

algorithm, a momentum term is added to the update criteria of 

connection weight 𝑊𝑖𝑗 and biases 𝑎𝑖 and 𝑏𝑗. In this way, the 

weight and bias terms after the n-th iteration partially depend 

on the updated value after the (n-1)-th iteration. The new 

update criteria make the update faster in the same direction, 

thereby speeding up the convergence and reducing the training 

time. 

The self-adaptive learning rate and new update criteria were 

also applied to the DBN training algorithm. After training on 

each layer of the RBM, the learning rate should be updated 

according to Eq. (1). In the next training, the weight and biases 

should be updated according to the new update criteria. 

The basic process of the improved RBM training algorithm 

is as follows: 
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Improved RBM training algorithm 

Input: Initial connection weight 𝑾𝒊𝒋 , initial biases 𝒂𝒊  and 

𝒃𝒋 , initial learning rate 𝜹𝟎 , number of iterations 𝑹 , and 

minimum learning rate 𝜹𝒎𝒊𝒏. 

Output: Connection weight 𝑾, biases 𝒂 and 𝒃, and self-

adaptive learning rate 𝜹𝒊𝒋
𝒏𝒆𝒘. 

1. For r=1, 2,…,𝑹,. do 

2. Calculate the random node states of visible layer and 

hidden layer of each RBM. 

3. Calculate the likelihood gradient of weight and biases. 

4. Calculate the likelihood gradient increment of weight and 

biases. 

5. Calculate the reconstruction error ∆𝒆𝒏 , ∆𝒆𝒏 = 𝒆𝒏 −
𝒆𝒏−𝟏. 

6. Update weight 𝑾𝒊𝒋 and biases 𝒂𝒊 and 𝒃𝒋 , 𝑾𝒊𝒋
′ ← 𝑾𝒊𝒋 +

∆𝑾𝒊𝒋, 𝒂𝒊
′ ← 𝒂𝒊 + ∆𝒂𝒊, 𝒃𝒋

′ ← 𝒃𝒋 + ∆𝒃𝒋. 

7. Adjust the self-adaptive learning rate 𝜹𝒊𝒋
′  based on the 

increment of reconstruction error, and take it as the learning 

rate of lower-layer RBM training. 

8. End for 

 

As mentioned before, the training of the DBN covers the 

unsupervised pretraining and the supervised finetuning. In the 

improved DBN training algorithm, the DBN is constructed and 

trained layer-by-layer by the improved RBM training 

algorithm from the bottom to the top. After training, the weight 

and biases of each layer of RBM are outputted. 

The basic process of the improved DBN training algorithm 

is as follows: 

 

Improved DBN training algorithm 

Input: Training data set 𝑻, initial connection weight 𝑾𝒊𝒋, 

initial bias 𝒂𝒊  and 𝒃𝒋 , initial learning rate 𝜹𝟎 , number of 

iterations 𝑹, and number of hidden layers  𝑯. 

Output: Weight and biases obtained through final training 

1. Pretraining phase:  

2.For k=1,2,…,𝑯 − 𝟏,. do 

3.       For r=1,2,…,𝑹,. do 

4.              If k=1, then 

5.              Call improved RBM training algorithm, and save 

learned weight 𝑾𝟏, biases 𝒂𝟏 and 𝒃𝟏 and learning rate 𝜹𝒊𝒋
𝟏 . 

6.        else 

7.               Call improved RBM training algorithm, and save 

learned weight 𝑾𝒍, biases 𝒂𝒍 and 𝒃𝒍 and learning rate 𝜹𝒊𝒋
𝒍 . 

8.        End else 

9.        End for 

10. End for 

11. Finetuning phase: 

12. Take the weight, biases and learning rate obtained after 

the pretraining of all the layers of RBMs as the inputs. 

13. For r=1, 2,…,𝑹,. Do 

14.    Call the BPNN algorithm to calculate the spatial 

parameters of all RBM layers, including weight gradient 

and biases, and call the gradient descent algorithm to update 

weight gradient 

15. End for 

 

3.3 Image classification method based on improved DBN 

 

This paper employs the improved DBN to extract image 

features, and then classifies images by the SVM, a machine 

learning algorithm widely used for regression and 

classification problems (Figure 2).  

The feature extraction was carried out in three steps. 

Firstly, feature vector of the preprocessed image was 

imported to the DBN. Next, the network was trained and 

constructed by the improved DBN training algorithm. Finally, 

the weight parameters of the network space were further 

optimized by the gradient descent algorithm, enabling the 

DBN network to extract the deep features of the input image 

layer by layer in the bottom-up direction. Once the DBN has 

been trained, the output of the last hidden layer was inputted 

to the SVM classifier, aiming to train the classifier and obtain 

the SVM parameters. After that, the trained DBN was applied 

to extract the features of image samples.  

When it comes to image classification and recognition, the 

preprocessed image was input into the trained DBN as a 

feature vector, and processed by the SVM classifier after 

feature extraction.  

 

 
 

Figure 2. Image classification based on improved DBN and the SVM 

 

As shown in Figure 2, the main difference of the DBN-

based classification method from the traditional method lies in 

its uniqueness of feature extraction. In the traditional method, 

the image features are often extracted by an artificial structure 
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algorithm. In the DBN-based method, the features of the input 

image are extracted automatically layer-by-layer from the 

bottom by a deep learning model with multiple hidden layers. 

 

 

4. OSN IMAGE RECOGNITION ALGORITHM BASED 

ON IMPROVED DBN 

 

The OSN images contain much more information than 

ordinary images, such as the geographic location and time. If 

the information can be extracted quickly and effectively, the 

images will be classified much more easily. 

There are two basic ways to retrieve images: text-based 

method and content-based method. The former method mainly 

transforms image retrieval into the keyword retrieval. The 

keywords are marked manually according to the subject, 

source, author or size of the image, such that the image can be 

retrieved based on the keywords. The latter method mainly 

utilizes on the similarity between the feature vector of the 

image to be retrieved and the feature vector of the image in the 

image library. Computer technology is introduced to 

automatically extract color features, shape features, texture 

features or higher-level features of the image, and then the 

similarity matching algorithm is adopted to retrieve the image. 

The two methods have similar retrieval processes: image 

preprocessing, feature (keyword) extraction, similarity 

matching, and result output. The image retrieval bears high 

resemblance with image classification. The core of both 

processes is feature extraction. Through image retrieval, the 

text information like image keywords can be defined as the 

text features of image, and the features of image color, shape 

and texture or higher-level features that reflect the internal 

attributes of image can be defined as the content features of 

image.  

 

 
 

Figure 3. The two-level OSN image recognition algorithm 

 

In addition to the OSN image, the authors also saved the 

geographic location, creation time and other text information 

of the image. Therefore, the image features obtained by the 

deep learning model and the text information of the OSN 

image were attributed to the content features and the text 

features of the image, respectively. 

Compared with ordinary images, the OSN images have two 

unique attributes, namely, geographic location and creation 

time. Here, the two attributes are treated as two dimensions of 

feature vector. Then, the classification of the OSN images was 

divided into two levels. In the first level, the image 

classification method based on improved DBN was directly 

used to handle the preprocessed OSN image feature vector. In 

the second level, the linear discriminant analysis (LDA) [26] 

was performed to classify the results of the first level based on 

time interval and geographic location. The two-level OSN 

image recognition algorithm is illustrated in Figure 3. 

As shown in Figure 3, the proposed OSN image recognition 

method is essentially a multi-label classification method, 

which improves the efficiency of text feature extraction. 

  

 

5. EXPERIMENT AND RESULTS ANALYSIS 

 

To verify its effectiveness, the proposed algorithm was 

applied to recognize the OSN images obtained by the 

application program of Sina Weibo open platform. The images 

contain various information, such as geographic location, 

creation time, city code and other text information. 

Before the image recognition, the images obtained from 

Sina Weibo were screened, leaving only those on six luxury 

brands (Figure 4). The attention of these brands in different 

regions and periods of time was also discussed to improve the 

promotional activities on e-commerce platforms. 

 

 
 

Figure 4. The luxury brands selected for our experiment 

 

The images obtained from Sina Weibo are all shot and 

uploaded manually. Many of them are severely distorted and 

unclear, adding to the difficulty of recognition. Hence, some 

clear images on luxury brand were added to the training set, 

which also comes from OSNs. 

The final training set consists of 3,600 images, including 

600 images on each brand. The test set also encompasses the 

images on the six brands, all of which are from Sina Weibo 

open platform. There is a total of 900 images in the test set, 

but the number of images varies from brand to brand. All the 

images were preprocessed by aggregation and normalization, 

and the preprocessed images are of the size 32×32 pixels. 

Because the number of input layer nodes must equal the 

dimension of the feature vector of the image input, the number 

of these nodes was set to 1,024. Meanwhile, the number of 

output layer nodes was set to 6, because it should equal the 

number of classes of the data samples. 

The image recognition is greatly affected by the depth of the 

DBN and the number of iterations. Therefore, our experiment 

focuses on how the number of hidden layers and the number 

of iterations influence the recognition performance, aiming to 

optimize the network structure based on experimental data. 

In our experiment, the number of random nodes in input, 

output and hidden layers was set to 700, 10 and 400, 

respectively. The learning rate and biases were initialized as 

0.1 and 0, respectively. The connection weight was randomly 

obtained from the Gaussian distribution with the mean of 0 and 

the standard deviation of 0.01. The number of hidden layers 
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was set to 2,3,4,5 respectively, while the number of iterations 

was increased from 100 to 500, at the step length of 50. Only 

one combination of the number of hidden layers and that of 

iterations was tested at a time, to reveal how the two 

parameters affect the classification performance.  

The classification accuracy of the OSN image recognition 

algorithm for different parameter combinations is presented in 

Figure 5. 

 

 
 

Figure 5. The influence of different parameter combinations 

on classification performance 

 

As shown in Figure 5, when the number of iterations 

remained the same, the number of hidden layers had an 

important impact on the accuracy of image classification. 

However, the classification accuracy was not necessarily 

increasing with the growing number of hidden layers. This 

means too many hidden layers may suppress the DBN’s 

generalization ability, thus undermining the classification 

performance.  

When the number of hidden layers remained unchanged, 

the accuracy of image classification initially increased with 

the number of iterations. However, when the number of 

iterations exceeded 400, the improvement of classification 

accuracy was no longer obvious. 

Therefore, the number of hidden layers DBN should be set 

to 3, and each hidden layer should contain 400 random nodes.  

Furthermore, our algorithm, the improved DBN, was 

compared with the ANN, the SVM and the DBN image 

classification methods on the same dataset. The classification 

accuracy of different algorithms is shown in Figure 6. 

 

 
 

Figure 6. Comparison of classification accuracy of different 

classification methods 

It can be seen that the DBN outperformed the ANN and the 

SVM, revealing the strength of the DBN in feature extraction 

and the advantage of deep learning in image classification. 

Moreover, the improved DBN achieved better 

classification results than the DBN, an evidence of the 

effectiveness of our algorithm. 

Finally, our algorithm was tested on two samples of OSN 

images. The feature maps learned from the images in the 

hidden layer are provided in Figure 7. 

As shown in Figure 7, the contour of the feature maps 

generated by the hidden layer was unclear, indicating that the 

obtained images are very abstract. Like human vision system, 

our algorithm first extracts the edge features from the target 

images, obtains the initial shape features, abstracts high-level 

features, and recognizes the target in turn. This process reflects 

the deep learning principle: extracting the features of the input 

image from the low-level features to the high-level features. 

 

 
 

Figure 7. Feature map of OSN image samples in hidden 

layer 

 

 

6. CONCLUSIONS 

 

This paper proposes a two-level recognition algorithm for 

the OSN images based on improved DBN and the SVM, and 

verifies the effectiveness and accuracy of the algorithm 

compared to the other commonly used image classification 

algorithms. Of course, this paper only extracts the features 

with the help of deep learning, failing to filter the extracted 

features.  The future research will optimize the extracted 

features and improve classification performance. 
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