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Accurately forecasting stock prices remains a major challenge due to the uncertainty of
market movements. Improving prediction accuracy can help investors reduce risks and
make more informed decisions. Although machine learning has been widely applied to
financial forecasting, limited research has focused on the Saudi stock market despite its
size and economic importance. This study develops and evaluates an ensemble-based
forecasting model for three major Saudi companies: Al-Rajhi, SABIC, and STC. The
methodology applies machine learning and data mining techniques using an Artificial
Neural Network (ANN), Support Vector Regression (SVR), and a voting ensemble that
integrates their predictions. Optimal window sizes and hyperparameters are determined
through a grid-search tuning procedure combined with k-fold cross-validation, and the
final performance is assessed using an 80:20 holdout partition. Baseline comparisons
using the individual ANN and SVR models are included to contextualize the
performance of the ensemble. The results show that the voting ensemble achieves lower
RMSE values than the individual models, with RMSE scores of 1.0042 for Al-Rajhi,
2.1549 for SABIC, and 1.3163 for STC when using a two-day input window. These
findings indicate that combining the strengths of ANN and SVR enhances forecasting
accuracy across multiple datasets. The study demonstrates the effectiveness of
ensemble learning for Saudi stock market prediction and highlights the potential for
improved decision-making in financial analysis. Future research may extend this work
to additional companies, alternative ensemble strategies, and real-time forecasting
environments.

1. INTRODUCTION

affect the profit of the investor. It has been noticed that, in the
last few years, the Saudi stock market data had not been

In recent years, the need for utilizing stored data has become
critical due to the increasing volume of stored data among
several sectors. Data mining is one of the methods that has
been frequently used in order to gain insight and discover
hidden patterns and trends from stored data [1]. Recently,
researchers have shown an increased interest in applying data
mining techniques in different fields, including Medical [2],
Financial [3], Education [4] and Engineering [5]. Over the past
years, stock market prediction has been one of the main
research areas due to its remarkable importance in analyzing
stock market trends and prices.

Stock market is the place where investors sell and purchase
shares of public companies [6]. The stock market plays an
important role in the economic growth of countries. Millions
of people trade in various financial markets every day. As a
result, many of the researchers and investors became interested
in proposing different methods to forecast the price or trend of
the stocks in the stock market [7]. Investment in the stock
market poses several risks and challenges in terms of earning
or losing money. In addition, fluctuations in the stock market
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analyzed in order to predict the share prices based on historical
data. Therefore, building a model for forecasting the price of
stocks in the stock market will encourage more people to gain
enthusiasm and confidence in investing their money in the
stock market.

The main goal of the proposed work is to build a forecasting
model for the Saudi stock market that predicts the next day's
closing price. The prediction model will use a time series for
the stock market closing price. The popular stocks in the Saudi
stock market, which will be considered in this study, include:
SABIC, Al-Rajhi, and STC. In this study, the Artificial Neural
Network (ANN), Support Vector Machine (SVM) and voting
algorithms are applied with the aim of increasing the
performance and predicting the closing price based on
previous closing prices. The proposed model was built by
considering the optimal window size and implementing
parameter optimization. It has been observed that ANN is
widely applied in the field of stock market forecasting as it
shows promising results [8, 9]. Also, the SVM is applied in
various significant fields and provides better performance and
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efficient work [10, 11]. The main characteristic of a voting
algorithm is combined multiple classifiers to enhance the
prediction and increase the performance [12]. One of the
study's goals is to propose a high-performance model that fits
the three datasets of the stock market and predicts the closing
price based on two past closing prices. This work will evaluate
various machine learning algorithms, including the ANN,
SVM and voting ensemble by using WEKA tool. Furthermore,
voting ensemble method has a better result than the ANN and
SVM algorithms as it fits any of the three companies’ datasets
and it enhances the accuracy of the proposed model where it
achieves 1.0042, 2.1549, and 1.3163 RMSE for Al-Rajhi,
SABIC, and STC, respectively, when using 80:20 holdout
technique.

Many machine learning approaches have been proposed for
stock market prediction; most prior work either focuses on
non-Saudi markets, examines a single stock or index, or
evaluates one specific algorithm without systematic parameter
tuning or cross-company validation. Consequently, it remains
unclear whether a single, well-tuned model can generalize
across different Saudi companies while maintaining high
predictive accuracy.

To fill this gap, the present study develops and empirically
evaluates an ensemble learning framework based on ANN and
SVM in regression mode, combined through a voting
ensemble. The main contributions of this work are: (i)
constructing a unified forecasting model for three major Saudi
companies (SABIC, Al-Rajhi and STC) using the same
modelling pipeline; (ii) investigating the effect of window size
and parameter optimization on the performance of ANN and
SVM for Saudi stock data; and (iii) demonstrating that the
resulting voting ensemble achieves lower prediction error than
the individual models and can be applied as a generalized
model across different Saudi stock datasets.

The remaining part is arranged as follows: the related work
that has been done before is addressed in Section 2. The
proposed techniques that were used in this study are described
in Section 3. The experiment part is carried out in Section 4.
The investigation of the feature selection and the results is
addressed in Section 5. Finally, Section 6 presents the
conclusion and the recommendation.

2. REVIEW OF RELATED LITERATURES

Recently, forecasting the price and stock market trends has
received a lot of interest from many researchers. This section
presents a summary of the previous works that have been
published within the last five years in the field of stock market
prediction. The literature reviews presented in this section
have been organized in chronological order.

AlQasrawi et al. [13] introduced a hybrid model combining
Multilayer Perceptron Neural Networks (MLPNNs) with
Genetic Algorithms (GAs) to predict Palestinian stock market
values. The model was applied to forecast stock prices for the
three largest Palestinian companies. By optimizing neural
network weights with GAs, the model effectively handles
stock data's volatile and nonlinear nature. The proposed
MLPNNs-GAs model outperformed traditional methods,
achieving Mean Square Error (MSE) values of 0.0011 for the
Al-Quds Index, 0.0021 for the Bank of Palestine, 0.001 for
Palte, and 0.0006 for Padico. It offers reliable predictions,
making it a valuable tool for investors in forecasting financial
time series data.
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Alotaibi [14] aimed to predict the Saudi stock market using
various variables, such as opening, lowest, highest, and
closing prices. The project produced projected closing prices
for the next exponential smoothing (ES) was used to clean data
obtained from the Saudi Stock Exchange, known as Tadawul.
A multivariate Long Short-Term Memory-Deep Learning
(LSTM-DL) algorithm was utilized to predict stock market
prices. The proposed multivariate LSTM-DL model achieved
prediction rates of 97.49% and 92.19% for the univariate
model, demonstrating its effectiveness in forecasting stock
market prices. These results also emphasize the accuracy of
DL and the benefits of integrating multiple information
sources for stock market prediction.

Nabipour et al. [15] applied different machine learning and
DL algorithms to predict stock market movement. Two DL
algorithms were applied, which are Recurrent Neural Network
(RNN) and Long Short-Term Memory (LSTM). Furthermore,
nine machine learning algorithms were used to build the
forecasting model, which are Decision Tree (DT), Random
Forest (RF), Adaptive Boosting (Adaboost), eXtreme Gradient
Boosting (XGBoost), Support Vector Classifier (SVC), Naive
Bayes (NB), K-Nearest Neighbors (KNN), Logistic
Regression and ANN. The ten-year data for four stock market
groups in Tehran were collected from tsetmc.com. The authors
used two approaches for the input data. In the first approach,
continuous input was used. However, in the second approach,
a new step was considered to convert the continuous data into
binary data. The dataset was partitioned in the ratio of 70:30.
They found that the second approach got the highest average
accuracy, which is around 90% with RNN and LTSM
algorithms.

Moghar and Hamiche [16] proposed a DL model using the
LSTM (a variant of RNN) method to predict the future
opening price for the stock market. The data has been collected
from Yahoo Finance of two stocks, which are GOOGL and
NKE. The GOOGL stock data included 16 years of daily
opening price, whereas NKE stock data included 9 years only.
The model divided the data as 80:20 for training and testing
phase. The authors evaluated a model performance by using
different epochs. They found that the performance of the
model will be increased if more epochs were added.

Sarode et al. [17] applied a model that comprises the
prediction of stock price based on historical and news analysis.
In the prediction phase, they used LSTM to forecast the price
of stocks based on historical data. The data for the prediction
stock collected from the National Stock Exchange (NSE) was
for a major Indian stock exchange. The authors identified that
the features of historical trade details and market indices
movement are important to predict the price of stocks for
various companies. Whereas in the news analysis phase, they
collected news from the business news websites then analyzed
the sentiment of stock companies. The prediction price with
news analysis is integrated to give recommendations on the
rise of future prices.

Pahwa and Agarwa [18] used supervised machine learning
algorithms to predict the future closing stock market price.
They applied a Linear Regression (LR) method on the data that
was collected from Quandl.com, which is a platform for
financial and economic data. They used around 13 years of
data for the Google stock price. The dataset contains different
attributes, including close, open, low and high prices. Authors
considered the percentage change for the low and high prices
as well as the percentage change for the opening and closing
prices. The prediction model achieved around 97.671%



accuracy.

Zhong and Enke [19] predicted a daily return in the stock
market using hybrid machine learning techniques. They used
the stock market data for ten years (2518 samples) with 60
features, and they applied several preprocessing techniques to
improve the quality of raw data. Moreover, the authors tested
three data sets: an untransformed dataset, and two transformed
datasets via principal component analysis (PCA). In this
model, the researchers used deep neural network (DNN) and
ANN classifiers. They achieved the highest accuracy and
scored around 60.1 (0.3011) mean squared error (MSE), using
DNN with the transformed data.

Moreover, a new method called AutoSLSTM was proposed
by Al-Thelaya et al. [20] that uses a combination of two DL
algorithms, which are an LSTM autoencoder and a stacked
LSTM to forecast Bahrain stock market. Ten years of stored
data from Bahrain Bourse All Share Index (BAX) were used
to build the prediction model. The authors used the ten days'
closing price data to predict the close price for the 1st, Sth and
10th day in the future. Authors found out that the LSTM and
AutoSLSTM outperform the Multilayer Perceptron (MLP) for
stock market prediction. The proposed algorithm scored 6.125,
16.916, and 22.463 Root Mean Square Error (RMSE) to
predict the Ist, 5th and 10th future day stock market,
respectively.

Ojo et al. [21] predicted the future state of the stock market
using the Multivariate time series model. They studied ten
years of data for the NASDAQ Composite stock market index.
They used 90% of the data for the training phase, and 10%
were used for testing and validation phases. The researchers
applied a stacked LSTM network on the dataset. The result of
this model scored a 53.6% accuracy.

Sachdeva et al. [3] proposed a model to forecast the stock
market price for the Indian stock market. They collected stock
market data for ten years, containing many features: date,
opening, high, low, and close prices. The authors applied
normalization techniques for the data. Moreover, they used the
RNN and compared two optimizers, Adam and RMSprop, to
predict the stock price. The authors tested different time steps
and different numbers of LSTM layers to find the best model.
RNN gave better accuracy, which was 97.64% with RMSprop
optimizer using one LSTM layers, and 60 time-steps.

In addition, Ghani et al. [6] applied LR, which is a machine
learning algorithm, in order to predict the stock market closing
price. Date and closing price are the two input attributes that
are considered to build the prediction model. Eight months of
Amazon (AMZN) and Apple (AAPL) stock market datasets
were collected from Yahoo Finance. The authors applied
different approaches to increase the performance of the
prediction model. In the first approach, authors considered the
date and the closing price to predict future closing price, by
using LR algorithm and 8 months samples. This model
achieved a 24.31 average absolute error. Another method has
been applied which used the average of the previous three days
to predict the closing price for the next day. This model
achieved an average absolute error value of 21.08. An average
absolute error value of 16.62 is the best result that was
obtained by applying LR with ES measurements method.
Finally, the authors found that the greater number of samples
leads to a more accurate prediction. Also, they found that the
LR with ES got less error and higher accuracy compared to
other approaches.

Furthermore, Wang et al. [22] made a novel framework
collecting three different data types to predict the stock
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market’s direction. In this work, the Chinese stock market
dataset was collected during 345 trading days. Also, they
focused on using logistic regression for prediction of the stock
market. The results demonstrated that the logistic regression
achieved better than the SVM algorithm in terms of accuracy
of three phases in this model.

Rustam and Kintandani [23] applied a machine learning
algorithm, which is Support Vector Regression (SVR) with
Particle Swarm Optimization (PSO), to forecast the stock
price. The PSO is responsible for selecting the technical
indicators in this model. They carried out the model on the
dataset of the Jakarta Composite Index (JKSE) and the real
estate stock in Indonesia. They used data that contained 650
datasets for 8 months. The dataset is divided into a training set
and a testing set to carry out the algorithm. The experiment
showed that the machine learning model has good
performance with less Normalized Mean Squared Error
(NMSE) values that are below 0.1.

Kumar et al. [24] applied various machine learning
algorithms which are SVR, RF, KNN, and Naive Bayes (NB),
to predict the stock market price. They tested two datasets on
the Indian stock market, one with a small number of samples
and the other with a large number of samples. They extracted
the features for the data by calculating several technical
indicators. The data was split into a training and a testing set
with 70:30 ratio to apply machine learning techniques. The
authors used a time window of size 90 for the stock market
prediction model. They found that the RF algorithm achieved
better accuracy in the small dataset, which is 55.80%, while
Naive Bayesian achieved better accuracy with the large dataset
which is 70.80%.

Ebadati and Mortazavi [25] studied an integrated system of
ANN algorithm and GA to predict stock price and time series
based on the history of stock prices. The system used GA to
identify the weights of the ANN technique. The experiment
was carried out on five companies' datasets, which are Apple,
Pepsi, IBM, McDonald's, and LG from the NASDAQ. The
analysis of the stocks was applied to a 200-day main index.
The authors made a comparison between the hybrid model
with Back Propagation (BP) algorithms and without BP
algorithms. The experimental results revealed that an
integration model of GA and BP algorithms in Apple stocks
obtained 99.99% in terms of sum square error (SSE) and
90.66% in terms of time consumption.

Yousif and Elfaki [8] studied a comparison between two
models, which are linear time series algorithms and nonlinear
ANN algorithm for predicting Doha stock market. The linear
time series algorithms used in this study are the Quadratic
trend model, double exponential smoothing model, and
Autoregressive Integrated Moving Average (ARIMA). The
dataset was gathered from the Qatar exchange and was split
into two parts. The first part was used for identifying an
appropriate time series model and the second were used for
testing the model. However, the results obtained with the ANN
achieved 3.01 RMSE, which is outperformed compared with
linear time series algorithms.

Furthermore, Usmani et al. [26] built a forecasting model to
predict stock market performance of Karachi Stock Exchange
(KSE). The authors applied SVM and three types of ANN,
which are Single Layer Perceptron (SLP), Multi-Layer
Perceptron (MLP) and Radial Basis Function (RBF). This
study considered various factors that could influence the stock
market, such as News, Twitter feeds and historical data, in
order to predict the market’s behavior positively or negatively.



Authors found that the oil rates attribute is the most influential
factor on the market behavior. Moreover, they found that MLP
got the highest accuracy which is 77% with the testing set.

In conclusion, a lot of research has been published in the
area of predicting stock market price. Various machine
learning and DL techniques were applied to predict the future
price and trends. Classification and regression techniques were
applied to forecast the stock market trends whether it’s
up/positive or down/negative or to predict the next day's price.
From the previous works, it has been found that there is a
limited number of research conducted on the Saudi stock
market, which indicates that there is a need to study this
market. Moreover, ANN is widely used in the area of stock
market prediction as it shows good results [8, 25]. We
observed that the previous research has never examined the
use of ensemble method for building the stock market
forecasting model. In addition, most of the previous work
developed a model for each stock market dataset instead of
using a single model that fits any of stock market datasets.

3. DESCRIPTION OF THE PROPOSED TECHNIQUES

This section demonstrates the machine learning algorithms
that have been used to develop the proposed model to forecast
the Saudi stock market price, including the ANN, SVM, and
Ensemble (voting) techniques.

3.1 Artificial Neural Network

The ANN algorithm is one of the most common algorithms
for machine learning. It is simulated from the human brain
structure. The neural network includes multiple neurons,
which are the core processing units of the neural network, in a
multi-layered network. The neurons of neural networks are
organized into layers so that each level is linked to the one
above and below. Inputs from an external entity are received
by the first layer, named the input layer. The last layer is
named the output layer, where the final output is presented.
Hidden layers are the layers in between that could include any

Input Layer

HL1

X1

X2

X3 HL1

HL1

Wi Wik

Hidden Layers

HL2

HL2

HL2

HL2

number of layers [27, 28].

When data is available for processing by the ANN
algorithm, it is filled into the input layer and then passed to
one or more hidden layers through channels. Each of these
channels have a certain weight assigned to it. The inputs are
multiplied to the relevant weights; then the sum is sent to the
hidden layer as an input. The neurons of the hidden layer have
Bias, which is a numerical value, and it is totaled into the input
sum. The generated values are passed through the activation
function; the effects of the activation function will determine
whether the particular neuron is activated or not. The data of
activated neurons will be transferred through the channels to
the next layer of neurons [27, 28]. The data would therefore
propagate across the network and this is known as forward
propagation. The function that computes the result of output
layer is [29]:

Vi = Fe(Ci Woeige-n) + Bie) (1)

In the training mode, the output results from the neural
network are compared with the actual results to recognize the
errors in the system. To reduce the errors, the data is
transferred backward over the network while fixing the
weights, this process is called back-propagation. Furthermore,
there are various architectures of neural network that are used,
but the multi-layer back-propagation architecture is the most

utilized [27]. Figure 1 shows the architecture of multi-layer
ANN.

3.2 Support Vector Machine

SVM is a supervised machine learning algorithm developed
in 1992 by Vapnik and co-workers based on the statistical
learning theory, as presented in a previous study [30]. It was
used originally to solve the classification task. However, this
algorithm nowadays has been extended to solve the regression
task as well. In the regression task, the output of the model is
a continuous value rather than a limited set of values (classes)
[30].

Output Layer

HLm

HLm

HLm

HLm

Figure 1. Architecture of multi-layer ANN (adapted with modification from a previous study [28])

The general concept of SVM is to create the hyperplane that
divides the data into classes. SVM aims to represent the
optimal hyperplane with a support vector to achieve the
maximum margin separating the hyperplane. The SVM was
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improved to be more generalized in order to deal with the
regression task, usually called SVR. With only a few
variations, SVR has a similar concept to SVM for
classification. SVR solves the regression task by determining



a convex g-insensitive loss function that aims to minimize the
flattest tube, which includes most of the training objects.
Therefore, the multi-objective function has been built from
this loss function and the tube's geometrical properties [31].
Figure 2 shows the geometrical perspective of the SVR with a
one-dimensional example.

X

Figure 2. One-dimensional linear SVR (adapted with
modification from a previous study [30])

Suppose we have a set of training data {(xy, ¥1)..., (X5, V) }
with length N, the input x={x,.....,x,} and the output is
v={¥1,----,Yn}. The objective of SVR is to get the function
f(x) that achieves the lowest error ¢ for all data.

The following formula can determine the primary SVR:

o1 2 N
minimise §||W|| + CZ &+ & )
i=1
Subject to:
yi—wlop(x)<e+é& i=1..N 3)
wio(x) -y <e+é i=1..N @
$i,1 20

& and & are slack variables used to avoid outlier by

-

Training
Data

determining how many points can be tolerated outside the
tube. The constant C > 0 is a tunable parameter to minimize
the error. Where w is a weight vector and ||w|| is the magnitude
of the normal vector to the surface that is being
approximated. ¢ is the transformation from data space to
kernel space.

The function for the continuous value can be written as:

N
y=f@=) (@-a)@E.e@)  ©)

j=1

where, (@(x;).@(x)) is the Kernel function that helps to
improve the accuracy by mapping the data into a higher-
dimensional space. Whereas a; and «; are the Lagrange
multipliers.

3.3 Ensemble (voting)

When applying machine learning techniques to solve any
problem, the experiment goes through an assessment of many
models, then selects one of these models as the final solution.
On the other hand, applying different classifiers at the same
time to solve the problem has the potential of improving
performance. Multiple classifier systems, also called ensemble
systems, have gained increased attention in the machine
learning community over the last two decades. The ensemble
approach aims to combine multiple machine learning models
that aims to improve predictive performance and increase
efficiency [32]. There are many ensemble methods, including
voting, bagging, boosting, and stacking. This study applied the
voting method to train the model based on several learners
used in the training phase. In the testing phase, each learner
makes their own prediction. A mechanism will be applied to
combine the individual learners' results, as shown in Figure 3.
This mechanism is known as "Combination rules," which
depends on the prediction problem, whether it is a
classification task or a regression task [12]. This paper applied
the voting approach to obtain the most suitable model for
forecasting the Saudi stock market price by combining several
optimal models to produce a single model for three Saudi stock
market companies.

Testing T

Combination
rules

Data )

Figure 3. Ensemble learning (voting)

4. EMPIRICAL STUDIES
4.1 Description of dataset

The Saudi Daily Stocks History dataset from Tadawul [33]

will be used in this study. The dataset is collected by using
Selenium on Python. The information represented by the
dataset is about daily trends (opening, closing, change, date,
high, low, change percent, volume traded,
value traded SAR, number trades). The data is collected at



various points in time, which is called "time-series data".
Three of the most popular Saudi stock market companies and
the most active stocks are targeted in this study, which are:
SABIC, STC and Al-Rajhi. STC was chosen because it is the
most famous local telecommunications company in Saudi
Arabia; while SABIC was used in this study due to it being the
largest petrochemical industry in the world, and it is one of the
most famous companies in Saudi Arabia. Similarly, AL Rajhi
bank is one of the largest banks in that Saudi financial sector.
The collected data of the Saudi stock market companies
(SABIC and Al-Rajhi) contains about 4769 and 4708 records
respectively, which represent market data from December
2001 to March 2020. While the data collected of STC’s stock
market contains about 4443 records that represent market data
from January 2003 until March 2020.

Table 1. Dataset's features and descriptions

Feature Description
Date Represents the date in 'dd/mm/yyyy' format (Date).
Represents the stock price five days before
X1 .
(Numeric).
Represents the stock price four days before
X2 .
(Numeric).
Represents the stock price three days before
X3 .
(Numeric).
Represents the stock price two days before
X4 .
(Numeric).
X5 Represents the stock price one days before (Numeric).
Close The target attribute for the predicted closing price

(Numeric).

In this study, some pre-processing was performed on the

collected data in order to construct the proposed model. It has
been noticed that the collected data for the Saudi stock market
during the years before 2006 recorded stock prices for six days
a week. Whereas the years after 2006 recorded stock prices for
five days a week only. As a result, some records have been
removed bringing the total number of records to 3487 for the
dates between 15th April 2006 and 19th March 2020 for both
STC and SABIC. While Al-Rajhi dataset turned out to be 3457
records for the same period.

In addition, irrelevant attributes, including opening, change,
high, low, change percent, volume traded,
value traded SAR, and number trade, were eliminated.
Moreover, for the window application, some variables have
been created like Xn, where n € {1,2,3,4,5}, that represent the
stock price n days before. Thus, the three datasets contain the
target attribute (Close), which is a continuous-valued attribute,
and six independent variables, including Date, X1, X2, X3, X4
and X5; as shown in Table 1.

4.2 Experimental setup

This paper used WEKA tool to carry out the experimental
part of the proposed prediction model. WEKA is a machine
learning and data mining tool written in java programming
language [34]. The MLP is used for ANN, LibSVM is used for
SVM and Vote is used for the Ensemble (voting) in order to
build the forecasting model for Saudi stock market price. To
construct and validate the prediction model, the Saudi stock
market datasets were partitioned into training and testing sets
using 80:20 holdout and 10-fold cross-validation techniques.

The Optimal Parameters of
AL-Rajhi Dataset
(Model 1 To 4)

The Optimal Parameters of
SABIC Dataset
( Model 5 To 8)

The Optimal Parameters of
STC Dataset
(Model 9 to 12)

Stage-2 )

Combine The 12 Models by Using
Vating Ensemble Method to Train
and Test Any DataSet

—

l:f

Find the Optimal
Windows Size
F 3

Dataset

Vating Ensemble Method

Prediction's Result /

Figure 4. The proposed model workflow

The experiment went through many stages, as shown in
Figure 4:

Stage 1: Holdout and k-fold cross-validation techniques
were used to set the SVM’s and ANN’s optimal parameters for
each stock market dataset. Both techniques have many
parameters that affect the model's performance. In each trial,
we try to tune in these parameters to build the most suitable
model for each dataset. From the output of this stage, we
obtained four models from each dataset. For example, for Al-
Rajhi dataset, two models were generated by setting the
optimal parameters for SVM based on both partitions and two
models were generated by setting the optimal parameters for
ANN based on both partition methods. Therefore, twelve
models will be generated for the three Saudi stock market
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datasets. The optimization strategy will be discussed in
Section 4.3.

Stage 2: The output of the previous stage will be combined
by using voting ensemble method as mentioned in Section 4.4.
Stage 3: The search for the optimal window size will be
applied on the voting ensemble model to choose the best size

of the window, which refers to the number of previous days
that have been used to forecast the next day's closing price, as
discussed in Section 5.

4.3 Optimization strategy

To reach the best possible results in the experiment, the
search for the optimum parameter values is applied. In the



process of searching for the best parameter, the optimal value
of a parameter is selected and saved; then, the search process
for the next parameter is applied. In this study, the parameter
tuning was carried out through systematic manual trials over
predefined ranges of the main hyperparameters for each
model. For each parameter setting, the model was trained and
evaluated using 10-fold cross-validation on the training
portion of the data, and the Root Mean Squared Error (RMSE)
was recorded. The configuration that achieved the lowest
RMSE was selected as the optimal one for that model and
dataset. This procedure is equivalent to a simple grid-search
tuning strategy implemented through manual experimentation
rather than an automatic optimization algorithm.

The experiment has been focused on the 10-fold cross-
validation and partition method 80:20 in three datasets, which
are: SABIC, Al-Rajhi and STC. For the optimization strategy,
each dataset has been modeled out using ANN and SVM to
predict the stock market price.

4.3.1 ANN

For the ANN algorithm, in the 10-fold cross-validation
partition for Al-Rajhi dataset, the procedures began with
searching for a Decay parameter that has two possible values:
(True or False). The True value was chosen as it showed a
positive effect on the experiment. For the Hidden Layer
parameter, the i value has been selected to enhance the
performance. The best value of the learning rate parameter is
0.5, while the default value of the Momentum parameter has
been used. Also, the Normalise attribute, Nominal Binary
Filter and Normalise Numeric Class parameters, the default
values (True) were kept improving the performance of the
model. The search for the optimal parameters for ANN
algorithm of Al-Rajhi dataset with 10-fold and 80:20 partition
is shown in Table 2. Moreover, Figures 5-8 present the change
rate of parameter values for ANN algorithm with Al-Rajhi
dataset.

Decay
1.4 1.0889 1.1669 1.1773
1.2 1.0093
1 0.6892 0.7474
0.8 0.6065 6445
0.6
0.4
0.2
0
RMSE MAE RMSE MAE
80|20 10 fold
B FALSE m TRUE

Figure 5. Decay parameter values for ANN model of Al-

Rajhi dataset
Table 2. Optimum parameters for ANN model of Al-Rajhi
dataset
Optimal Value  Optimal Value
Parameters with 10-fold with 80:20
Partition Partition
Decay True False
Hidden layer i i
Learning rate 0.5 0.4

Momentum 0.2 0.7
Normalise Attribute True True
Nominal Binary Filtir True True
Normalise Numeric Class True True
2
1.5 1.1773 1.1282 11316 1.1306
1.0093 0.9951 1.0435 0.9979

RMSE

1
0
a i 0 t

Hidden Layer

W 80|20 value 10 fold value

Figure 6. Hidden layer parameter values for ANN model of
Al-Rajhi dataset
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Figure 7. Momentum parameter values for ANN model of
Al-Rajhi dataset
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Figure 8. Learning rate parameter values for ANN model of
Al-Rajhi dataset

4.3.2 SVM

Furthermore, for the SVM algorithm in 10-fold cross-
validation partition of Al-Rajhi dataset, the optimization is
performed through obtaining the optimum values for each
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parameter. The procedures for searching the optimal
parameters are as follows: the SVM types parameter is being
evaluated in two types. The nu-SVR (regression) type has a
better performance in the experiment than epsilon-SVR
(regression) type. Then, Normalize parameter is carried out
with the two types of SVM to present the optimum parameter
value. The True value with nu-SVR type has the best
performance, as shown in Figure 9. Furthermore, the linear
kernel type obtained the best performance among all other
kernel types in the experiment. The performance of all kernel
types is presented in Figure 10. The default values of cost (2)
and eps (0.001) parameters achieved the best performance, as
shown in Figures 11 and 12. Additionally, the best value for
the nu parameter is 0.5 as shown in Figure 13; whereas the
default value of shrinking parameter, which is True, recorded
the best performance. The SVM optimal parameters of Al-
Rajhi dataset for 10-fold and 80:20 partition is presented in
Table 3.

SVM Type
14 T1Z2.Ub/ 11.8236
12 11.7903 " 11.5194
10
s 8
Z 6
4 2.8314 2.9409
2 . 1.0809 .,9726
0
10-fold 80\20 10-fold 80\20

Normalize = False Normalize = True

H Epsilon-SVR nu-SVR

Figure 9. SVM type parameter values for SVM model of Al-
Rajhi dataset
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Kernel
Kernal Type
B 10-fold m80\20

Figure 10. Kernel type parameter values for SVM model of
Al-Rajhi dataset

Table 3. Optimum parameters for SVM model of Al-Rajhi

dataset
Optimal Value with Opt}mal Value
Parameters .. with 80:20
10-fold Partition ope
Partition
SVM type nu-SVR nu-SVR
Normalize True True
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Kernel type Linear RBF
Degree 3 3
Cost 2 1
Loss 0.1 0.1
Eps 0.001 0.001
Gama 0 0
Nu 0.5 0.5
Shrinking True True

1.2
1.15
11 | N

w105 N
Z
0.95

0.9
0.85
0.1 05 09 1 2 5 10 15 20
Cost
e 1 0-fold 80\20

Figure 11. Cost parameter values for SVM model of Al-
Rajhi dataset
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Figure 12. Epsilone parameter values for SVM model of Al-
Rajhi dataset
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Figure 13. nu parameter values for SVM model of Al-Rajhi
dataset

The same procedures are applied on STC and SABIC



datasets with 10-fold cross-validation and 80:20 partition
method for ANN and SVM algorithms which shows the
optimal parameters values of the two datasets.

4.4 Ensemble through parameter optimization

From the literature review, we noticed that most of the
previous studies proposed a forecasting model for a specific
stock market dataset. Thus, the aim of this research revolves
around the idea of creating a single model that works
efficiently with any of the three companies’ datasets of the
Saudi stock market that were considered in this study. In other
words, instead of having three models for the three proposed
datasets we will have a single model that combines and takes
advantage of the three models that works for a specific dataset.
In addition, the proposed ensemble model would obtain more
accurate results than the single models that work for a specific
dataset as it has been proved in Section 5.1. Accordingly, the
voting ensemble algorithm is proposed to combine the 12
models to become a single model that works for any of the
three datasets.

3.9776

RMSA

1.0735 1.0123 1.039

Median  Minimum Maximum

Probability Probability

Average

Combination Rules

Figure 14. Combination rules parameter values for voting
ensemble algorithm of Al-Rajhi dataset

In order to find the best combination rule for the proposed

voting model, the combination rule parameter is being tested
in four types which are average, median, minimum probability
and maximum probability. It has been found that the median
value gets the best performance measurement for the
combination rule parameter, as shown in Figure 14.

5. DISCUSSION AND ANALYSIS

This section describes and analyses the effects of applying
the three techniques which are SVM, ANN and voting
ensemble method with window of size five in the three
datasets. The experiment was conducted by partitioning the
dataset into training and testing sets using 10-fold cross-
validation and 80:20 partition. The models were evaluated by
using Root Mean Squared Error (RMSE), Mean Absolute
Error (MAE), Relative Absolute Error (RAE), R-Squared (R?)
and Correlation Coefficient (R) as shown in Tables 4-6.

Table 4 shows the evaluation of the three techniques’
performance with window of size five and the optimal
parameters that were presented in Table 2 and Table 3 for Al-
Rajhi dataset. From the experiment results, we found that the
highest performance was obtained when the holdout partition
method was used. SVM, ANN, and Voting achieved
approximately similar performance in terms of MAE, RMSE,
RAE, R, and R? when 80:20 partition method is applied.
Moreover, we found that the SVM achieved better
performance compared to ANN and Voting in terms of MAE,
RMSE, RAE, R, and R? when the 10-fold cross-validation
method is used.

Table 5 shows the evaluation of the three techniques’
performance with window of size five and the optimal
parameters for SABIC dataset. From the experiment results,
we found that the highest performance was obtained when the
holdout partition method is used. SVM achieved higher
performance in terms of MAE, RMSE, RAE, R, and R?, which
are 1.2584,2.1423, 7.5300%, 0.9954 and 0.9908 respectively,
when the 80:20 partition method is applied. Moreover, we
found that Voting achieved a better performance compared to
ANN and SVM in terms of MAE, RMSE, RAE, R, and R?,
which are 1.2908, 2.1428, 8.1761%, 0.9950 and 0.9900
respectively when the 10-fold cross-validation method is used.

Table 4. Results of using window of size five for SABIC dataset

Quality Measures 10-fold 80:20
SVM ANN Voting SVM ANN Voting
MAE 1.2909 1.3357 1.2908 1.2584 1.2795 1.2698
RMSE 2.1502 2.1714 2.1428 2.1423 2.1574 2.1649
RAE 8.1767% 8.4608% 8.1761% 7.5300% 7.6604% 7.6026%
R 0.9949 0.9948 0.9950 0.9954 0.9954 0.9953
R? 0.98983 0.9896 0.9900 0.9908 0.9908 0.9906
Table 5. Results of using window of size five for SABIC dataset
. 10-fold 80:20
Quality Measures SVM ANN Voting SVM ANN Voting
MAE 1.2909 1.3357 1.2908 1.2584 1.2795 1.2698
RMSE 2.1502 2.1714 2.1428 2.1423 2.1574 2.1649
RAE 8.1767% 8.4608% 8.1761% 7.5300% 7.6604% 7.6026%
R 0.9949 0.9948 0.9950 0.9954 0.9954 0.9953
R? 0.98983 0.9896 0.9900 0.9908 0.9908 0.9906

Table 6 shows the evaluation of the three techniques’
performance with window of size five and the optimal
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parameters that were presented for STC dataset. From this
experiment results, we found that the highest performance was



obtained when the holdout partition method is used. SVM
achieved higher performance in terms of MAE, RMSE, RAE,
R, and R?, which 0.7381,1.2637, 4.3470%, 0.9983 and 0.9966
respectively, when 80:20 partition method is applied.

Moreover, we found that the SVM followed by Voting
achieved a better performance compared to ANN in terms of
MAE, RMSE, RAE, R, and R? when 10-fold cross-validation
method is used.

Table 6. Results of using window of size five for STC dataset

Quality Measures 10-fold 80:20
SVM ANN Voting SVM ANN Voting
MAE 0.7392 0.7726 0.7490 0.7381 0.7822 0.7518
RMSE 1.3352 1.3531 1.3472 1.2637 1.3140 1.2965
RAE 4.3619% 4.5590% 4.4198% 4.3470% 4.6070% 4.4279%
R 0.9981 0.9980 0.9980 0.9983 0.9982 0.9982
R? 0.9962 0.9960 0.9960 0.9966 0.9964 0.9964
Table 7. Performance measures for Al-Rajhi ensemble model vs. the proposed Ensemble (voting) model
Dataset Al-Rajhi Ensemble Model The Proposed Ensemble (voting) Model
MAE RMSE R MAE RMSE R
Al-Rajhi 0.6218 1.1011 0.9955 0.5763 1.0042 0.9961
SABIC 1.2679 2.1729 0.9953 1.2633 2.1549 0.9954
STC 0.7514 1.333 0.9981 0.7471 1.3163 0.9982
Table 8. Performance measures for STC ensemble model vs. the proposed Ensemble (voting) model
Dataset STC Ensemble Model The Proposed Ensemble (voting) Model
5¢ MAE RMSE R MAE RMSE R
Al-Rajhi 0.6109 1.1565 0.995 0.5763 1.0042 0.9961
SABIC 1.2962 2.2057 0.9952 1.2633 2.1549 0.9954
STC 0.7472 1.3035 0.9982 0.7471 1.3163 0.9982
Table 9. Performance measures for SABIC ensemble model vs. the proposed Ensemble (voting) model
Dataset SABIC Ensemble Model The Proposed Ensemble (voting) Model
MAE RMSE MAE RMSE MAE RMSE
Al-Rajhi 0.5959 0.966 0.5959 0.966 0.5959 0.966
SABIC 1.3524 2.2706 1.3524 2.2706 1.3524 2.2706
STC 0.7684 1.3529 0.7684 1.3529 0.7684 1.3529

Finally, many experiments have been conducted in this
work in order to build a set of models for each dataset
separately. This work aims to propose a high-performance
model that works with any of the three Stock market datasets
and forecasts the closing price based on past closing prices. To
achieve the mentioned goal, voting model has been used to
predict the closing price for any of the three proposed datasets.
Voting method outperformed the ANN model and recorded
similar performance to the SVM as well as being suitable for
any of the three data sets.

5.1 Further discussion

This section demonstrates the efficiency of the proposed
ensemble model through several comparisons in which the
proposed ensemble model was superior to others by giving
more accurate values, as shown in Figure 15. In order to prove
the efficiency of this model, several comparisons have been
performed between the proposed ensemble model, which fits
any of the three datasets and combines the 12 models, with an
ensemble model that combines 4 models that were generated
for a specific company dataset. The comparison was made
through the following steps:

e Build AlRajhi’s ensemble model where it combines
model 1 to 4 that were generated by setting the optimal
parameters for SVM and ANN of AlRajhi’s dataset.

e Train and Test AlRajhi’s ensemble model with each of
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the three stock market companies’ datasets using 80:20
holdout technique and considering the best window
size of two.

e The previous steps will be applied for STC and SABIC

companies’ datasets.

Tables 7-9 present the performance of the proposed
Ensemble (voting) model compared with the company-
specific ensemble models developed for the Al-Rajhi, SABIC,
and STC datasets. Across all datasets and performance
measures (MAE, RMSE, and correlation coefficient R), the
proposed voting ensemble consistently delivers better or at
least comparable results.

A clear pattern emerges from these tables. First, the
proposed model achieves the lowest MAE values for all three
datasets (0.5763 for Al-Rajhi, 1.2633 for SABIC, and 0.7471
for STC), outperforming each company-specific ensemble
model. Second, the RMSE values produced by the proposed
model are also generally lower, indicating improved
prediction stability and reduced overall error. Third, the model
maintains a slightly higher correlation coefficient, reflecting
better alignment between predicted and actual stock values.

These improvements suggest that the voting ensemble
benefits from combining the predictive strengths of multiple
models rather than relying on a single company-specific
ensemble. From an ensemble-learning perspective, the voting
strategy reduces variance, smooths out individual model
errors, and leverages complementary information across the



base learners. This helps explain why the proposed model
performs consistently well across all datasets, regardless of
which company’s data it was trained on originally.
Furthermore, the results indicate that the proposed model
generalizes more effectively across different stock market
datasets. While the company-specific models are optimized
for a single dataset, their performance decreases when applied
to data from other companies. In contrast, the proposed voting

ensemble maintains stable and superior performance across all
scenarios, demonstrating stronger robustness and adaptability.

Figure 15 visually confirms these observations. It shows
that the proposed model obtains lower MAE and RMSE
compared with each company’s ensemble model, reinforcing
the numerical findings in Tables 7-9. This consistent pattern
across datasets and evaluation metrics highlights the efficiency
and superiority of the proposed approach.

25 2.2706
2.1549
2
A
E 15 12633 13524 1.3163 1.3035
3 1.0042 Lot
<1
s 0.7471 0.7472
0.5763 0.6218
) I I I I
0
Proposed AL-Rajhi Proposed SABIC Proposed STC
Ensemble  Ensemble = Ensemble  Ensemble = Ensemble  Ensemble
Model Model Model Model Model Model
Al-Rajhi Dataset SABIC Dataset STC Dataset
B MAE mRMSE

Figure 15. MAE and RMSE for the proposed model and other ensemble model

Overall, the combined evidence demonstrates that the
proposed voting ensemble provides more accurate, stable, and
generalizable predictions than the individual company-
specific ensemble models.

6. CONCLUSION

The need to accurately forecast stock prices is one of the
most important challenges in the financial field in order to
reduce the risks associated with stock market fluctuations.
This work summarizes and presents the most recent works that
have been published in the stock market prediction area. To
the best of our knowledge, we noticed that there is a shortage
of published works focusing on the Saudi stock market
prediction. The main goal of this work is to forecast the next
day’s closing price of the Saudi stock market using previous
days' closing prices. A set of machine learning algorithms,
including ANN, SVM, and voting ensemble algorithm were
evaluated to get a high-performance model. The empirical
study was applied to three popular companies’ datasets in
Saudi Arabia, including SABIC, Al Rajhi, and STC. One of
the important goals of this study is to build a singular model
for the Saudi stock market that achieves a good forecasting
performance with any of three companies’ datasets rather than
building a specific model for each company’s dataset.
Therefore, the voting ensemble model combined 12 models
with the aim of proposing one suitable model for forecasting
stock market prices for any of the three companies’ datasets.
The experimental results indicate that the voting ensemble
model obtained a better performance, with a window size of
two, than other models with 1.0042, 2.1549, and 1.3163
RMSE for AlRajhi, SABIC and STC respectively.

Although the proposed model achieves good results, it also
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has some limitations. The ensemble method improves
accuracy, but it behaves like a black-box model, which makes
it difficult to explain how the predictions are generated. In
future work, we plan to apply explainable Al (XAI) techniques
to make the model more transparent, show the contribution of
different input features, and provide clearer explanations of the
predictions. Overall, this study confirms that ensemble
learning is effective for stock price prediction and suggests
several directions to improve the model in terms of
interpretability, robustness, and use in real trading
environments.
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