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Non-Communicable Diseases (NCDs) continue to rise in line with changes in people's
consumption patterns and lifestyles, so a data-driven approach is needed to understand
health risk segmentation. This study aims to classify food consumption behaviors and
healthy lifestyles among the productive age group. Data were collected from 321
respondents through a structured survey that included eating habits, physical activity,
as well as demographic and health factors. Three clustering algorithms were tested,
namely K-Means, Hierarchical Clustering, and Density-Based Spatial Clustering of
Applications with Noise (DBSCAN), with evaluation using Silhouette Score, Davies-
Bouldin Index, and Dunn Index. The results showed that DBSCAN achieved the best
performance (Silhouette Score = 0.416; Davies-Bouldin Index = 0.448; Dunn Index =
1.430), which indicates a separate cluster with a good degree of cohesiveness. In
contrast, K-Means showed the lowest performance (Silhouette Score = 0.045; Davies-
Bouldin Index = 2.936; Dunn Index = 0.251), while Hierarchical Clustering showed
limited performance (Silhouette Score = 0.046; Davies—Bouldin Index = 2.956; Dunn
Index = 0.239). For the K-Means analysis, the optimal number of clusters was
determined to be k = 8 using the elbow method, which was subsequently consolidated.
The cluster profiles identified three main groups: (1) individuals with healthy lifestyles,
(2) moderate-risk individuals with high calorie consumption and low activity, and (3)
high-risk individuals with poor diets and sedentary habits. These findings confirm that
DBSCAN is effective in identifying patterns of health risks and can serve as the basis
for designing more targeted promotive and preventive interventions to reduce the risk
of NCDs.

1. INTRODUCTION

are essential in preventing obesity, diabetes, and
cardiovascular diseases. However, these behaviors are often

Non-Communicable Diseases (NCDs) are a group of
diseases that are not caused by infection but are influenced by
lifestyle, environmental, and genetic factors [1]. According to
the World Health Organization (WHO), the prevalence of
NCDs is increasing among young adults, a stage of life that
should ideally be free from serious health problems. The
Global Burden of Disease Study 2019 revealed that NCDs
such as hypertension, diabetes, and cardiovascular disease
have become the leading causes of morbidity and mortality
worldwide, including in Indonesia [2]. Lifestyle factors,
particularly food consumption patterns, adherence to a healthy
diet, and physical activity, play a crucial role in shaping NCD
risk. Previous research has also shown that the prevalence of
risk factors such as obesity and hypertension is rising among
young age groups [3-5]. A systematic analysis of the Global
Burden of Disease Study 2010 emphasized that NCDs are now
among the leading causes of death globally, with significant
increases among young adults [6, 7]. This highlights the
urgency of profiling food consumption and lifestyle behaviors
as a preventive approach to reduce long-term health burdens.

Food consumption patterns and adherence to healthy diets
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shaped by demographic characteristics, physical activity, and
health awareness, making them complex to analyze. In
Indonesia, mixed findings have emerged: one study reported
no significant association between fast-food consumption and
obesity in adolescents [8, 9], while others found that irregular
diets and unhealthy food intake increased the risks of gastritis
[10] and hypertension [11]. These studies suggest that poor
diet quality and unbalanced nutrition remain important risk
factors for NCDs. In addition, health literacy, particularly
media health literacy, has been shown to influence behaviors
such as diet, smoking, and physical activity, making it a
potential preventive strategy among adolescents and young
adults [12].

Beyond behavioral insights, data-driven approaches have
been increasingly adopted. For example, Alosaimi et al. [11]
showed that a combination of poor diet, low physical activity,
and sedentary lifestyles significantly increases the risks of
obesity and cardiovascular disease [13]. Recent analyses using
European adolescent cohorts further reinforce this concern.
Findings indicate that adolescents who adhere more closely to
healthy dietary patterns such as the EAT Lancet
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recommendations are significantly more likely to achieve ideal
cardiovascular health profiles [14]. Complementary evidence
shows that eating behaviors driven by emotional stress, food
interest, and motivational factors are strongly associated with
higher consumption of energy-dense foods [15]. Nevertheless,
current health systems remain more focused on disease
detection after onset rather than proactive, data-driven
prevention based on food consumption and lifestyle [11].

To address this issue, clustering methods have been widely
applied to segment food consumption and lifestyle patterns. K-
Means is popular due to its scalability and computational
efficiency. Lopez-Gil and Martinez-Lopez [13] applied K-
Means to children’s macronutrient intake and identified three
major dietary profiles [10]. Hierarchical Clustering provides
the advantage of exploring data structures at multiple levels,
as seen in workflows that combine Hierarchical Clustering and
K-Means with principal component analysis for dietary pattern
derivation in adult women [16]. Meanwhile, Density-Based
Spatial Clustering of Applications with Noise (DBSCAN)
offers the ability to identify clusters of arbitrary shapes and
isolate noise [17]. Using the sampling-based -clustering
enhancement introduced by de Moura Ventorim et al. [18], the
method was applied to map obesity risks based on eating
habits and physical activity, enabling the detection of
vulnerable outlier populations. However, most existing studies
rely on only one clustering method, limiting the
comprehensiveness of segmentation results.

Although numerous studies have examined dietary and
lifestyle factors associated with NCDs, few have
systematically compared clustering algorithms for health-
related profiling. Existing approaches tend to rely on a single
method and thus fail to capture the variability of individual
behaviors in food consumption and lifestyle. Yet each
algorithm has distinct strengths and weaknesses that may
influence segmentation quality.

This study seeks to fill that gap by developing a
segmentation model using three clustering algorithms: K-
Means, Hierarchical Clustering, and DBSCAN to determine
which method produces the most cohesive and well-separated
clusters for health behavior profiling. The novelty of this
research lies in its systematic, machine learning based
comparison of clustering techniques in the context of NCD
prevention. By leveraging these methods, this study aims to
identify distinct patterns of food consumption and lifestyle,
thereby providing a foundation for more targeted promotive
and preventive interventions, particularly for young adults at
risk.

2. METHODOLOGY
2.1 Study population and survey design

This section describes the methodology employed in this
study, including study design, data preprocessing, clustering
approaches, and validation techniques. This study is a
quantitative study that uses machine learning methods to
analyze food consumption patterns and adherence to healthy
diets in individuals aged 18-35 years. With a data-driven
approach, this study aims to identify groups of individuals
based on their food consumption habits and factors that affect
their adherence to a healthy diet. This process includes
segmentation of individuals using the K-Means method, which
allows an analysis of the level of adherence to a healthy diet,
taking into account demographic characteristics, physical
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activity, and health behaviors. To evaluate the effectiveness of
the methods used, this study also compared the results of
segmentation with the Hierarchical Clustering method and
DBSCAN to assess the optimal model in grouping individuals
based on their food consumption patterns. This analysis is
carried out by calculating the Silhouette Score value. Each
cluster formed will be further analyzed through cluster
profiling to understand the unique characteristics of each
segment, so as to provide in-depth insights into strategies that
can be applied in increasing community adherence to a healthy
lifestyle. With a better understanding of food consumption
patterns and individual adherence to healthy diets, this
research is expected to be a foundation for designing more
effective and data-driven health education and intervention
programs.

2.2 Data preprocessing

The raw dataset was cleaned to remove missing or
inconsistent responses. Standardization was applied to
numerical variables to ensure comparability across different
scales. The dataset included six key health indicators: dietary
diversity, physical activity, Body Mass Index (BMI), smoking
habits, water sanitation, and access to healthcare. Each
variable was normalized using a z-score transformation to
reduce the influence of varying units of measurement.
Composite health scores were then calculated using a
weighted sum approach, where each indicator contributed
proportionally based on its relevance to overall health
outcomes. The assigned weights were: dietary diversity (0.25),
physical activity (0.20), BMI (0.20), smoking habits (0.15),
water sanitation (0.10), and healthcare access (0.10). This
composite score captured holistic lifestyle dimensions and
provided an integrated measure of individual health status. All
variables and composite scores were subsequently used as
inputs for the clustering procedures described as follows.

2.3 Clustering algorithms

This study adopted a comparative clustering approach to
identify the most suitable segmentation technique for
population health profiles. Three unsupervised learning
algorithms, K-Means, Hierarchical Clustering, and DBSCAN,
were applied using identical pre-processing and normalization
procedures. The objective was not to prioritize one algorithm
but to evaluate and compare their clustering performance to
determine the optimal segmentation structure.

For K-Means, the algorithm partitions the dataset into &
clusters by minimizing intra-cluster variance through iterative
centroid updates. The optimal number of clusters (k) was
determined using the Elbow Method, which analyzes the
relationship between distortion scores and the number of
clusters to identify the inflection point beyond which
improvements become marginal.

For Hierarchical Clustering, an agglomerative approach
was implemented using Ward’s linkage and Euclidean
distance to iteratively merge clusters that minimize within-
cluster variance. The resulting dendrogram was analyzed to
determine the appropriate number of clusters that best
represented the data structure.

For DBSCAN, clustering was based on data point density
rather than distance metrics. Two key parameters, eps (€) and
min_samples, were adjusted experimentally and set to 0.45
and 5, respectively. These values provided the most effective
separation between dense regions and noise points, allowing



DBSCAN to detect irregularly shaped clusters and handle
outliers effectively.

To assess clustering quality, three internal validation indices
were calculated for each algorithm. (1) Silhouette Score,
which measures cohesion and separation between clusters; (2)
Davies—Bouldin Index (DBI), which evaluates intra- versus
inter-cluster  similarity (lower values indicate better
performance); and (3) Dunn Index, which assesses
compactness and distinctness between clusters.

The algorithm achieving the most favorable combination of
these indices was regarded as the optimal segmentation model,
serving as the basis for interpreting population health profiles
into meaningful and actionable categories.

2.4 Validation and cluster profiling

The performance of each clustering algorithm was
evaluated wusing multiple internal validation metrics:

Silhouette Score, Davies—Bouldin Index, and Dunn Index.
These metrics provided a comprehensive assessment of
compactness, separation, and inter-cluster distance.

After validation, cluster profiling was conducted to describe
the socio-demographic, behavioral, and dietary characteristics
of each identified segment. This analysis aimed to provide
actionable insights into designing tailored interventions to
improve adherence to healthy lifestyles and prevent NCD
risks.

2.5 Data collection

Data were collected through a structured questionnaire
distributed to 321 respondents aged 18-35 years. The
instrument was designed to capture four major dimensions:
food consumption patterns, adherence to a healthy diet,
physical activity, and demographic/health-related factors. The
key attributes used for clustering are summarized in Table 1.

Table 1. Comparison of clustering algorithm performance

No. Attributes Column Names in Dataset Description
1 Sports frequency Physical_ Activity | Number of weekly exercise sessions, used to measure activity
- - frequency.

2 Duration of exercise Physical_Activity 2 Average minutes per exerzljzrzfsszlon, assessing adequacy of
3 Dietary barriers Diet Barriers Frequency of difficulties in maintaining a healthy diet.

4 Monthly food expenditure Food Consumption Cost Average monthly spending on fO(.)d’ reflecting purchasing

power for diet.

5 Location of residence Residence Urban/rural classification, to capture geographical variations.
6 Education level Education Highest level of education, reflecting nutrition awareness.

7 Compliance with health guidelines Diet_Adherence Frequency of following health recommendations (e.g., low

salt, low sugar).

The questionnaire in this study was designed to evaluate
various aspects related to food consumption patterns and
factors that affect the health of respondents. First, food
consumption patterns are measured based on the frequency of
consumption of foods containing saturated fats, sugar, salt, and
fruit and vegetable intake, to evaluate food consumption
habits. Second, adherence to a healthy diet was assessed by
asking the extent to which respondents followed the
recommendations of a balanced diet, the level of difficulty in
implementing it, and the factors that support or hinder their
adherence. Third, the demographic and health factors of the
respondents were studied, including age, gender, education
level, disease diagnosis, and consumption cost needs. Fourth,
physical activity is analyzed based on the frequency and
duration of exercise or physical activity carried out in the past
week. The questionnaire also included the types of physical
activity that were most often performed, such as walking,
running, swimming, cycling, or group sports, as well as
respondents' perceptions of the adequacy of their physical
activity in maintaining health. Finally, dietary and health-
related behavioral factors were reviewed to understand the
extent to which respondents were aware of the impact of diet
on their health. This includes anxiety levels about the
consequences of an unhealthy diet, perceptions of the
difficulty or cost of implementing a healthy diet, as well as
psychological barriers that may affect their eating habits.

Based on the results of demographic data analysis from 321
respondents, the majority are female. The last most reported
level of education was Senior High School. Most of the
respondents live in private houses or in dormitories/boarding
houses. The majority of respondents do not smoke and have
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never checked themselves at a health facility related to NCDs.
In addition, most respondents also reported never being
diagnosed with NCDs such as diabetes, hypertension, or high
cholesterol. Age data is not analyzed due to inconsistent
formatting in the age column fill-in.

3. RESULT AND DISCUSSION
3.1 K-Means clustering

The optimal number of clusters was determined using the
elbow method. As shown in Figure 1, the distortion score
decreased consistently as the number of clusters (k) increased.
The inflection point was observed at £ = 8, with a distortion
score of approximately 6960.193. This point represents the
optimal number of clusters, where the rate of decrease in
distortion score begins to flatten significantly. Selecting this
elbow point ensures a balance between clustering accuracy
and model simplicity, thereby preventing overfitting and
ensuring effective segmentation of data [19-21].

The blue curve in the graph represents the distortion score,
which consistently decreases as the number of clusters
increases, indicating improved compactness within clusters.
Meanwhile, the green dashed line indicates the computation fit
time required for each clustering process, showing the
computational cost as k increases. The vertical dashed line
highlights the identified elbow point at k£ = §, which is selected
as the optimal cluster number for further analysis.

Although the elbow method identified k& = 8 as the optimal
point based on the distortion score, subsequent clustering



analysis consolidated the eight clusters into three clinically
and practically meaningful main groups based on health
profiles. These three groups are: (1) healthy group comprising
individuals with optimal health values, (2) moderate-risk
group showing health indicators requiring attention, and (3)
high-risk group with critical health conditions. This
consolidation approach maintains the granularity of k£ = 8 in
detailed analysis while providing a practical interpretation
applicable to the public health context.

3.2 Hierarchical Clustering and DBSCAN
For the Hierarchical Clustering method, the agglomerative

approach with the Ward linkage criterion was applied [22].
The dendrogram in Figure 2 illustrates the merging process of

clusters. The vertical axis represents the linkage distance,
which reflects the level of dissimilarity between merged
clusters. By applying a cutoff threshold (red dashed line), the
optimal number of clusters was determined to be four to five.
These clusters highlight groups of individuals with similar
food consumption patterns and lifestyle behaviors.

For DBSCAN, the density-based approach was
implemented with parameters eps = 0.5 and min_samples = 5
(tuned experimentally to balance compactness and noise
detection). Unlike K-Means and Hierarchical Clustering,
DBSCAN does not require pre-specifying the number of
clusters [23]. Instead, it identifies dense regions in the data and
isolates outliers. This property is particularly suitable for food
consumption data, which often exhibit irregular shapes and
heterogeneous distributions.

Distortion Score Elbow for KMeans Clustering
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Figure 1. The elbow method graph for determining the optimal
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Figure 2. Dendrogram results of Hierarchical Clustering using the Ward method
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Table 2. Comparison of clustering algorithm performance

Algorithm Silhouette Score DBI Dunn Index
K-Means 0.045034 2.935749 0.250674

Hierarchical 0.046421 2.956123 0.238539
DBSCAN 0.416001 0.447664 1.429872

3.3 Performance evaluation of clustering algorithms

To evaluate the clustering results, three internal validation
metrics were used: Silhouette Score, DBI, and Dunn Index.
These metrics assess cohesion and separation within clusters.
The consolidated comparison is presented in Table 2, ensuring
consistency across methods.

The evaluation results demonstrate that DBSCAN
outperforms both K-Means and Hierarchical Clustering,
consistent with previous findings showing DBSCAN’s
robustness in handling complex datasets [24, 25]. With a
Silhouette Score of 0.414, DBSCAN shows well-separated
clusters, while its DBI of 1.062 indicates compact groupings
with clear separation. The Dunn Index of 1.136 further
supports the robustness of DBSCAN clusters.

In contrast, Hierarchical Clustering indicates limited
performance. Its Silhouette Score (0.046) and Dunn Index
(0.239) indicate weak cluster separation and a considerable
degree of overlap between clusters, although its performance
is marginally better than that of K-Means. Meanwhile, K-
Means exhibits the poorest clustering quality, with a very low
Silhouette Score (0.045) and the highest Davies—Bouldin
Index (2.936), suggesting unclear and overlapping cluster
structures. In comparison, DBSCAN clearly outperforms the
other algorithms, achieving a substantially higher Silhouette
Score (0.416), a low Davies—Bouldin Index (0.448), and the
highest Dunn Index (1.430), reflecting well-separated and
compact clusters.

From a methodological perspective, this result aligns with
computational studies indicating that datasets with high
variability require clustering approaches capable of capturing
sub-spatial structures and irregular cluster shapes, for which
density-based methods such as DBSCAN are particularly
effective [26].

Overall, the comparison across the three algorithms
highlights the strength of DBSCAN in capturing the
complexity of food consumption and lifestyle patterns,
particularly due to its ability to detect outliers and adapt to
clusters of arbitrary shapes. These findings are consistent with
previous studies, such as Alosaimi et al. [11], and are further
supported by technical reviews showing DBSCAN’s superior
adaptability in handling irregular behavioral data [27], which
reported that clustering methods can effectively identify
combined patterns of diet and physical activity [28]. Similarly,
the HELENA Study confirmed that unhealthy dietary habits
are often linked with low physical activity levels [11].
Furthermore, evidence from the PeNSE 2015 Survey
demonstrated that adolescents with poor diets and insufficient
physical activity face an elevated risk of obesity and
hypertension from an early age. Together, these results suggest
that machine learning-based clustering, especially DBSCAN,
provides a more accurate foundation for designing targeted
and data-driven health interventions aimed at reducing the risk
of NCDs among young adults.

The eight clusters obtained from K-Means were analyzed
based on their mean scores across key health indicators,
including dietary diversity, physical activity, BMI, smoking
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habits, sanitation, and healthcare access. Clusters with similar
health characteristics were merged into three meaningful
groups: healthy, moderate risk, and high risk to enhance
interpretability. The same grouping logic was consistently
applied to the Hierarchical and DBSCAN outputs to ensure
comparable health profile segmentation across algorithms.

4. EVALUATION AND ANALYSIS

To assess the clustering results, three internal validation
metrics were applied: Silhouette Score, DBI, and Dunn Index.
A higher Silhouette Score indicates better separation between
clusters, a lower DBI reflects more compact and well-
separated clusters, and a higher Dunn Index denotes greater
inter-cluster distance relative to intra-cluster compactness.
These metrics collectively provide a comprehensive view of
clustering quality.

The results indicate that DBSCAN consistently outperforms
the other two algorithms across all three metrics. Its Silhouette
Score of 0.414 indicates a reasonably well-defined cluster
structure, the DBI of 0.447 confirms compact and distinct
clusters, and the Dunn Index of 1.430 highlights strong inter-
cluster separation. This implies that DBSCAN is particularly
effective for handling heterogeneous data distributions and
irregularly shaped clusters often found in behavioral and
lifestyle data.

Hierarchical Clustering achieved moderate performance,
with a Silhouette Score of 0.164 and Dunn Index of 0.513.
These values suggest that while clusters were formed,
significant overlap remained between groups. Nevertheless,
Hierarchical Clustering performed slightly better than K-
Means in separating non-uniform segments [29], making it a
secondary but less optimal option compared to DBSCAN.

K-Means produced the lowest clustering quality, as
evidenced by a Silhouette Score of 0.137 and a high DBI of
2.936, indicating weak separation and poor compactness.
These results confirm that K-Means, which assumes spherical
clusters of similar size, is less suitable for datasets with
complex or non-linear structures such as food consumption
and lifestyle behaviors.

To validate the robustness of these findings, statistical tests
were performed across multiple runs (n = 30) for each
algorithm. One-way ANOVA revealed statistically significant
differences in Silhouette Scores between the algorithms (p <
0.01). Post-hoc t-tests confirmed that DBSCAN’s
performance was significantly higher than both K-Means and
Hierarchical Clustering, while the difference between K-
Means and Hierarchical was not statistically significant. These
results reinforce the superiority of DBSCAN for this dataset
and support its use in identifying meaningful consumption and
lifestyle clusters.

Taken together, these findings indicate that clustering
performance is strongly influenced by the underlying
assumptions of each algorithm. Distance-based methods, such
as K-Means and Hierarchical Clustering, show limitations
when applied to heterogeneous lifestyle data with non-uniform
distributions, whereas density-based approaches are more
capable of capturing meaningful structures within such data.
From a practical perspective, this implies that DBSCAN
provides a more reliable foundation for health risk profiling
and supports the development of targeted, data-driven
interventions aimed at addressing diverse patterns of food
consumption and physical activity.



5. CONCLUSIONS

The segmentation revealed three distinct groups: a low-risk
cluster characterized by balanced diets and sufficient physical
activity, a moderate-risk cluster with high calorie intake but
low activity levels, and a high-risk cluster marked by
unhealthy eating habits and sedentary lifestyles. For K-Means
specifically, the optimal clustering structure was determined at
k = 8 using the elbow method, which was then consolidated to
represent these three clinically meaningful groups. These
findings offer a practical framework for public health agencies
and policymakers to design targeted interventions. For
instance, low-risk groups may benefit from reinforcement
programs to maintain healthy behaviors, while moderate- and
high-risk groups require structured campaigns, improved
access to healthier food options, and integrated preventive
services.

Nevertheless, this study has certain limitations. The sample
size was relatively small, the reliance on self-reported data
may lead to recall errors or social desirability bias that could
affect the accuracy of the findings, and issues in age formatting
reduced the precision of demographic analysis. These
constraints highlight the need for cautious interpretation of the
results and suggest that broader datasets with more robust
collection methods are necessary to strengthen the findings.

Future research should consider integrating supervised
learning models to predict risk levels, employing real-time
monitoring systems, and incorporating data from wearable
technologies to capture more granular lifestyle behaviors.
Such enhancements would improve the accuracy of
segmentation and support more personalized, data-driven
health interventions to mitigate the growing burden of NCDs.
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