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This study proposes a hybrid deep learning (DL) framework that integrates sentiment-
derived features from financial news with technical stock indicators to enhance stock
price forecasting accuracy. Sentiment metrics, specifically polarity and subjectivity
scores, were extracted from the Economic Times 2024 dataset using VADER and
TextBlob, and combined with technical parameters within a modified Stacked Long
Short-Term Memory (SLSTM) model capable of capturing sequential market
dependencies. The proposed framework was tested on four major NIFTY 50 companies
representing the IT, banking, pharmaceutical, and metal sectors. Experimental
evaluation showed notable gains in prediction accuracy, with Mean Absolute Error
(MAE) values ranging from 1.67 to 20.31, Root Mean Squared Error (RMSE) from
2.08 to 26.49, and R? consistently exceeding 0.96. Comparative results showed that
models incorporating polarity and subjectivity variables outperformed those utilizing
only compound sentiment, highlighting the importance of detailed linguistic cues.
Overall, the study found that using multi-source features considerably improves
prediction stability and accuracy. The proposed architecture provides a scalable,
domain-flexible solution for sentiment-driven financial forecasting, facilitating the

development of intelligent stock market (SM) decision-support systems.

1. INTRODUCTION

The stock market (SM), noted for its intricacy and volatility,
has historically captivated researchers and investors alike who
are in pursuit of effective methodologies to forecast price
fluctuations and render informed choices. Precise prediction
of SM trends is imperative for optimizing returns and
alleviating risks.

Conventional methodologies have predominantly depended
on technical analysis, which scrutinizes historical price data,
trends and trading volumes to project future market behaviour.
Nevertheless, these approaches frequently neglect the
significant impact of financial news, social media posts and
public sentiments, which may lead to quick changes in the
market.

Over recent years, sentiment analysis (SA) [1, 2] has
surfaced as a formidable instrument for distilling signals
pertinent to the market obtained from text-based sources such
as market-related news reports, online social platforms and
expert analysis. By quantifying investor sentiment, this
methodology offers critical context that augments technical
indicators.

Compared to using either technique alone, combining SA
and TA has demonstrated a great deal of potential in improving
predictive accuracy. The SM is a crucial element of the global
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economy, working as a platform for capital management and
an indicator of economic health. Accurate SM prediction is
very important for traders, investors, financial experts and
analysts as financial markets grow more complex.

Though widely used, traditional stock market analysis
techniques like TA and fundamental analysis (FA) frequently
miss the subtle patterns and fluctuations found in financial
data. Traditional methods used only historical data of SM for
future predictions.

In the modern era, deep learning (DL) has emerged as a
transformative approach in the field of SM prediction, offering
fresh chances to improve predictive accuracy and
dependability.

Stock price (SP) forecasting has been attempted through
various approaches, mainly categorized into following three
core methodologies as shown below in Figure 1.

FA assesses the true intrinsic value of a stock by
conducting an analysis of the financial health of company from
financial statements and profit performance, growth potential,
industry position and broader economic conditions.

To find market trends, patterns and price movements that
might point to future price changes, TA looks at historical
price data, trading volume and market indicators. These trends
are frequently analysed using tools like Moving Averages,
Bollinger Bands and Momentum Indicators.
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Sentiment
Analysis
(SA)

Technical Analysis (TA)

Fundamental Analysis (FA)

Figure 1. Methods for SM analysis

SA, a new field in natural language processing (NLP),
examines textual data from news headlines, financial blogs
and online forums to determine the general sentiment or
opinion of investors. It captures the psychology of the market,
which frequently affects price direction without reference to
fundamental value. Both FA and TA have drawbacks, such as
their incapacity to identify noise in data and to adjust to the
quickly changing market conditions.

Stock market forecasting has been transformed by the
advent of DL algorithms. Large-scale datasets can contain
intricate, non-linear patterns that can be captured by DL
models, particularly those that use neural networks. They are
particularly beneficial for forecasting time series problems,
which forecasts future values based on historical data, because
of this capability.

With the evolution of artificial intelligence [2], machine
learning (ML) and DL techniques have become popular in SM
prediction because of their capacity to record complex
temporal dependencies and represent nonlinear interactions. In
time-series forecasting, algorithms like Support Vector
Machines (SVM), Random Forests (RF), and more recently,
DL models like Long Short-Term Memory (LSTM) and
Convolutional Neural Networks (CNN) have produced
promising results.

Because of the erratic and unpredictable behaviour of
financial markets, predicting SP trends is inherently difficult.
However, these predictions are now more accurate than ever
before because of advancements in big data analytics, artificial
intelligence and processing power. Achieving high forecasting
accuracy is crucial because it directly aids in the development
of profitable investment portfolios. While DL techniques have
shown promising results in identifying trends in large datasets,
no model has consistently generated accurate forecasts of
future stock prices.

The following are the primary contributions of this research:
(a) A hybrid model was developed by combining technical
data from four NIFTY 50 stocks from various industries
with compound sentiment scores. Stacked Long Short-
Term Memory (SLSTM) architecture was used as
predictive model and Mean Absolute Error (MSE), Root
Mean Squared Error (RMSE) and coefficient of
determinant (R?) metrics were used to assess the model.
A hybrid model was developed by integrating polarity and
subjectivity sentiment metrics with technical data and its
performance was evaluated using the same assessment
criteria.

(¢) Comprehensive experiments were conducted involving

(b)
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multiple runs and hyperparameter optimization. A
benchmark configuration was established—specifying
ideal neuron numbers per layer, epochs and batch size—
to guide future advancements in predictive model design.

2. RELATED WORK
2.1 SVM and DL models

Ren et al. [1] combined an SVM and SA to forecast the
direction of the SSE 50 Index's trend and a forecasting
accuracy of 89.93% was achieved. Shen et al. [2] proposed a
DL model in which feature engineering and multiple
techniques were combined for short-term stock price
predictions and traditional methods were outperformed. Arif
et al. [3] evaluated the integration of TA with ML algorithms
and Neural Networks were found to yield the best results.
Muhammad et al. [4] proposed a DL technique for stock trend
prediction and accuracy of 94.9% was attained with
interpretability enhanced through XAI techniques such as
SHAP and LIME. Akhtar et al. [5] concluded that the RF
algorithm achieved the greatest accuracy across the studied
ML methods. Vrtagic and Mourched [6] combined
information about gold futures, Bitcoin and the NASDAQ-100
for gold price prediction which achieves high accuracy (R? =
0.98) using ML model.

2.2 LSTM and BiLSTM based models

Mehta et al. [7] demonstrated that social media sentiment,
when incorporated using LSTM, improved prediction
accuracy to approximately 92.45%. Khonde et al. [8]
developed a web application through which financial news
sentiment was analyzed, resulting in 86% accuracy in headline
categorization and 83% accuracy in stock performance
forecasting. Mu et al. [9] suggested the MS-SSA-LSTM
model, in which investor’s sentiment and historical trading
data were integrated, and an average R? improvement of
10.74% over standard LSTM was achieved by optimizing
hyperparameters using the Sparrow Search Algorithm. Albahli
et al. [10] introduced a DL framework combining Deep
Contextualized Word Representation (DCWR) and
Hierarchical Attention Networks (HANet) and a prediction
accuracy of 92.5% was attained. Gite et al. [11] presented a
model in which LSTM was combined with SA of financial
news data, resulting in a prediction accuracy of 74.76% while
Explainable Al (XAI) techniques were utilized. Thormann et
al. [12] utilized LSTM networks with Twitter SA to enhance
predictions for Apple stock prices. Elminaam et al. [13]
presented a Bidirectional LSTM model with a global pooling
mechanism, where RMSE values of 0.413, 0.704 and 0.478
were achieved thus demonstrating efficiency for real-time
applications. Ko et al. [14] utilized LSTM neural networks
combined with SA from financial news sources and forum
discussions to forecast SP and an average RMSE improvement
of 12.05% was achieved. It was concluded that SA
significantly enhances SP prediction accuracy. Sidek et al.
[15] examined the influence of news sentiment on Bursa
Malaysia's SM using LSTM and prediction accuracy was
significantly improved with RMSE values recorded below
one. Rochman et al. [16] suggested that for classification
purpose LSTM gives better accuracy than Naive Bayes, SVM
and Backpropagation methods.



Chandola et al. [17] presented a hybrid model integrating
Word2Vec and LSTM and an accuracy of 65.4% in predicting
stock direction was achieved, emphasizing the role of SA.

Safari and Badamchizadeh [18] introduced Deeplnvesting,
a multimodal DL model using a Sequence-Oriented, Long-
Term Dependent BiLSTM architecture for stock price
prediction, where exceptional forecasting performance on
Amazon Corp. (AMZN) data with minimal MAPE and high
R? values was demonstrated.

2.3 CNN and hybrid approaches

Kasture and Shirsath [19] proposed a hybrid RNN-LSTM
model where SA was integrated, resulting in a MAE of 0.036
and a RMSE of 0.046. Song and Choi [20] introduced hybrid
models, including CNN-LSTM and GRU-CNN, which
outperformed standard techniques in 48.1% and 81.5% of
cases for one-time-step and multi-time-step forecasting
respectively.

Agrawal et al. [21] developed an Evolutionary Deep
Learning Model (EDLM) and prediction accuracies of 63.59%
for HDFC, 56.25% for Yes Bank and 57.95% for SBI were
recorded.

Correia et al. [22] explored various deep learning
architectures, with CNNs achieving 73% training accuracy
and 69% test accuracy. Raza et al. [23] employed LSTM and
GRU models integrating historical stock prices and
macroeconomic indicators and improved prediction accuracy
was demonstrated.

Nabipour et al. [24] explored various ML techniques
including decision trees and LSTM and LSTM was found to
outperform conventional models. Yang et al. [25] proposed a
hybrid CNN-LSTM model and superior prediction accuracy
through a three-dimensional input tensor was achieved.
Bhandari et al. [26] implemented LSTM networks for
predicting S&P 500 indices, with significantly fewer
prediction errors than conventional techniques being reported.

Lawi et al. [27] investigated LSTM and GRU models and
significant prediction accuracy improvements with eight
proposed architectures were achieved. Jing et al. [28§]
developed a fusion model in which CNN was used for
classifying sentiment and SP prediction using LSTM and
performance improvements across six industries were
validated. Zhang et al. [29] developed a CNN-BiLSTM-
Attention model DL algorithms which were employed to
improve stock index projections' accuracy.

2.4 Sentiment and technical data fusion studies

Ardisurya and Rizkinia [30] implemented a Diffusion
Variational Autoencoder (D-VAE) model, where a MSE of
2753.204 and an R? of 0.94489 were achieved, highlighting
the significant role of SA in enhancing SP prediction.

Liu et al. [31] proposed SA-TrellisNet, which integrated
sentiment analysis from economic news articles with stock

market data using a Trellis Network and competitive results
across seven major indices were achieved. Ge [32] developed
a hybrid model, in which Multivariate Empirical Mode
Decomposition and Aquila Optimizer were combined with
LSTM to predict S&P 500 and CSI 300 prices.

Pham et al. [33] introduced a new investor sentiment index
designed to isolate irrational behavioral biases and improved
SM performance prediction was shown. Chaudhari and
Mahajan [34] presented a deep reinforcement learning
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approach combining SA with technical indicators and high
prediction accuracy was achieved.

Gumus and Sakar [35] found that models that included
sentiment data surpassed those that depended solely on
historical prices. Most of research used RNN, CNN, LSTM,
BiLSTM and CNN-LSTM model for prediction by combining
sentiment score and technical data.

In contrast to previous studies that focused exclusively on
compound sentiment analysis, this research implements a
fusion of polarity and subjectivity features within an enhanced
stacked LSTM architecture, leading to greater model
interpretability and improved generalization performance
across diverse market sectors.

The structure of the paper is as follows: An introduction is
given in Section I. Section II presents a summary of related
literature. The approach and models are explained in Section
III. The updated stacked LSTM model that produces
sentiment-driven predictions is described in Section IV. The
experimental results and related commentary are presented in
Section V. Finally, A brief summary of the study is given in
Section VI, along with potential avenues for future
investigation.

3. METHODOLOGY

The framework used for extracting and analyzing sentiment
data from news articles in the Economic Times for selected
companies of NIFTY 50, from January 1, 2024, to December
31, 2024. The companies under consideration include Infosys,
Sun Pharma, Tata Steel and HDFC Bank.

Figure 2 illustrates a hybrid framework for SP prediction
using a fusion of SA and TDS given to an SLSTM model.

Financial New Technical Data
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Data
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Evaluation Methods
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Figure 2. Flow diagram illustrating stock price prediction
process



Financial news was pre-processed and analyzed for SA to
derive numerical features such as the average compound score
and average polarity-subjectivity score. Simultaneously,
technical stock data was pre-processed and key features such
as open, high, low, close, and volume (O, H, L, C, V) were
selected. These sentiment and technical features were fused
and fed into an SLSTM model for training and prediction. The
proposed model’s forecasting performance was assessed using
MAE, RMSE and R? for robust evaluation.

3.1 Data acquisition

The study incorporates two independent data sets. The
primary dataset consists of raw stock data from the National
Stock Exchange (NSE) for selected stocks. The stock data
included parameters such as date, time, opening price, closing
price, highest price, lowest price and trading volume, recorded
at specific intervals.

The second dataset comprised news articles obtained from
the Economic Times.

3.1.1 Financial data

Data collected from NSE India for the time period of 1st
January 2024 to 31st December 2024 [36]. Table 1 shows
sample data set for TDS.

3.1.2 Sentiment data

Sentiment data for Infosys, Sun Pharma, Tata Steel and
HDFC Bank were collected from the Economic Times news
during the same time frame [37].

The Economic Times provides more reliable and domain-
specific finance news data compared to Google News,
specifically in relation to financial analysis.

3.2 Data preprocessing and feature extraction

The proposed framework presents an automated workflow
for conducting SA on finance related news of specific stocks
using web scraping and NLP techniques as shown below in
Figure 3.

Table 1. Sample dataset for TDS

Date Series Open High Low P. Close Close Volume
31-Dec-24 EQ 136.87 138.68 136.56 136.88 138.05 20080291
30-Dec-24 EQ 138.91 139.25 136.09 138.91 136.88 32555723
27-Dec-24 EQ 140.7 141.75 138.61 140.36 138.91 19562177
26-Dec-24 EQ 140.95 141.15 139.51 140.38 140.36 23939932
24-Dec-24 EQ 141.2 141.5 139.25 141.71 140.38 25882917
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Figure 3. Block diagram for web scraping and SA score

Table 2. Sample dataset for SA

Date Headline
01-01-2024 bharti airtel services to acquire 97.1 stake in beetel teletech
01-01-2024 vodafone idea shares hit fresh 52-week high jump up to 37 in two sessions
01-01-2024 sjvn gets govt approval to form jvs for 8778 mw hydro renewable projects
01-01-2024 lic gets rs 806 crore gst demand notice
01-01-2024 eicher motors gets rs 130 cr tax demand notices company to challenge
01-01-2024 ultratech cement slapped with two gst demand orders totalling rs 72 lakh
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The process started by selecting a target stock and defining
a specific date range to retrieve the relevant news data.

The sentiment analysis process was carried out in Python
3.10, utilizing the Natural Language Toolkit (NLTK v3.9) and
TextBlob v0.17.1 libraries. The VADER Sentiment Intensity
Analyzer operated with its standard lexicon thresholds
(positive > 0.05, negative < —0.05 and neutral = 0). Polarity
and subjectivity measures were obtained through TextBlob’s
built-in functions, employing default tokenization settings
without additional filters. All experimental procedures were
executed in Jupyter Notebook version 6.5.4, with model
implementation carried out using TensorFlow 2.14 and Keras
3.0. A fixed random seed value of 42 was applied across all
tests to maintain consistency and reproducibility of results.

The HTML data was subsequently processed using libraries
such as BeautifulSoup to retrieve key components, such as
publication dates and news headlines.

This information was structured and stored in a Pandas
DataFrame and subsequently saved as a CSV file for further
analysis. Table 2 shows the sample dataset for SA.

In the next phase, the saved CSV file containing stock-
related news was loaded for SA. Before analysis, the text was
pre-processed by removing noise such as punctuation and stop
words, converting the text to lowercase and standardizing the
format and then SA was carried out by different methods.

In SA the term compound was used to denote the compound
score, a normalized value that reflected the aggregate
sentiment of a text. This score ranged from -1 (indicating the
most negative sentiment) to +1 (indicating the most positive
sentiment). It was calculated based on a blend of positive,
negative and neutral sentiment scores generated by tools such
as VADER.

Let C, be the compound score for the nth sentence or text.
N be the total number of sentiment-scored sentences.

N
n n
n=1

Table 3 shows the average compound score of SA. In SA,
two essential metrics, the polarity score and the subjectivity
score, were often used to figure out how people felt about a
piece of writing.

(M

Average Compound Score

Table 3. Average compound score

Date Average Compound Score
01-01-2024 0.049486
02-01-2024 0.029134
03-01-2024 0.047019
04-01-2024 0.057271
05-01-2024 0.077117
06-01-2024 0.100317
07-01-2024 0.254651
08-01-2024 0.128624
09-01-2024 0.141211
10-01-2024 0.10751
11-01-2024 0.04186
12-01-2024 0.082584
13-01-2024 0.045652
14-01-2024 0.050501

The polarity score, which typically ranged from -1 to 1,
indicated which sentiment was most prevalent in the text.
Scores near -1 denoted extremely pessimistic sentiment where
as scores near +1 denoted intense optimism and scores near 0

4195

denoted neutrality.

Tools such as TextBlob were used to evaluate a sentence's
or document's emotional tone. On the other hand, the
subjectivity score, which ranges from 0 to 1, shows how much
the content is influenced by personal opinions rather than
objective facts. A score close to 0 indicates an objective or
factual tone, whereas a score close to 1 suggests that the text
expresses biases, personal opinions or feelings.

Let P, represent the polarity score of the nth sentence or text,
Sn denote its subjectivity score and N indicate the total number
of sentences for which sentiment scores have been computed.

N
1
Average Polarity Score = —Z P, )
n n=1
1 N
Average Subjectivity Score = HZ Sh 3)
n=1

Table 4 shows the calculated average polarity and average
subjectivity score of SA.

Table 4. Average polarity and average subjectivity score

Average Polarity Average Subjectivity
Date
Score Score
01-01-2024 0.075676543 0.259543
02-01-2024 0.048220131 0.232371
03-01-2024 0.066767988 0.232908
04-01-2024 0.037966 0.232346
05-01-2024 0.074815228 0.239358
06-01-2024 0.106262626 0.26182
07-01-2024 0.245929614 0.284868
08-01-2024 0.100485089 0.232868
09-01-2024 0.153023436 0.255381
10-01-2024 0.075741209 0.212553
11-01-2024 0.064629314 0.198292
12-01-2024 0.057744176 0.225406
13-01-2024 0.05164661 0.233889
14-01-2024 0.056708691 0.196836

In the final step, the average compound score as well as
average polarity and average subjectivity score for the news
articles of a specific stock for the specific time frame were
calculated by combining all sentiment values.

The calculated sentiment scores were saved in separate CSV
files (sentiment stock.csv, for instance), which can
subsequently be used for financial prediction or quantitative
analysis tasks.

This flexible and scalable framework enabled a data-driven
interpretation of market sentiment, helping with tasks like
algorithmic trading, investor behavior analysis and risk
evaluation by turning unstructured news content into
organized and useful insights.

4. MODIFIED STACKED LSTM MODEL FOR STOCK
PRICE PREDICTION

4.1 Modified stacked LSTM architecture

LSTM networks [38] address vanishing gradient problem
by using memory cells and gates to retain information over
longer periods, making them effective for capturing SM
trends.



Figure 4 presents a modified SLSTM model for predicting
next-day stock opening prices, integrating technical data with

sentiment scores.

4.2 Mathematical presentation of modified stacked LSTM

model

A Sequential

Keras

(SK) model

was

constructed,

comprising: two LSTM layers, each with 100 units. The first
LSTM layer returned sequences, while the second processed

the sequence output.

Input Sequence — at each time step ¢, input sequence is

X ={X, X5, X5, e, o, X5} “)

where, T = seq_len, n = number of features.

First LSTM Layer — Equations

Forget gate: fts1 = oW, [hts_ll,xts] + bts1 (&)
Input Gate: igs" = oW;™. [h_1 ", X¢s] + by (6)
Cell State: €' = tanhW,". [h_1 ", X¢s] + bes' (7
CS Update: Cy' = fi" * Crooqt + ipst * G (8)
Output gate: Ors' = oW, [hes_1 ', Xes] + bos )
Hidden State: hy' = 0,' © tanh Cy* (10)

The first LSTM layer computed hidden states and output the
full sequence{hl(l), hz(l), . hTS(I)}.

Technical data
+
Data Preprocessing

=

Raw Feature
Selection
(O,H,L,C,V)

N

Dropout layer 1 (0.2 rate) was applied after each LSTM
layer to mitigate overfitting.
Iz," = Dropout(h", Rate = 0.2) (11)
The second LSTM layer processed this sequence and output
only the final hidden state as a single vector. Another dropout
layer was applied.
h? = LSTM?({hys', hys'y ... b)) (12)
Dropout layer 2 (0.2 rate) was applied after each LSTM
layer to mitigate overfitting.
I = Dropout(hTSZ,Rate = 0.2) (13)
Finally, a dense layer performed a linear transformation to
produce the final prediction for the regression task.
9 =Wo.H + by (14)
Here, ¥ is the predicted output, W, is weight matric and bd
is bias term added for linear transformation.
Here, o denotes the sigmoid activation function, while ©
indicates the Hadamard (element-wise) operation. The
variables / and C represent the hidden and cell states of the
LSTM, respectively. W and b correspond to the weight
matrices and bias components and t signifies the time step. All
parameters are expressed in normalized form, with input

features scaled between 0 and 1 to maintain numerical stability
and improve training efficiency.

Fusion
of Technical
Features

with
Sentiment

Financial News data
+
Data Preprocessing

Sentiment Score
(CS/PS 08)

Features

Dropout Layer 1

I

X
)

P“
c"‘o
¢

)
.

§e
XX
.‘;"1

Dense Layer

N T I
[
2

il

Dropout Layer Second LSTM Layer

!

Predicted Stock Price

Figure 4. Modified stacked LSTM architecture
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4.3 SLSTM model—integration of TDS with compound
score

Technical features were merged with the average compound
score of SA of news data. (OPEN, HIGH, LOW, CLOSE,
VOLUME, average compound score) were selected and the
OPEN price was designated as the prediction target. After
merging stock and sentiment data, the final input vector was:

X; = |0 H,, Ly, Cp, Vy, Cs] (15)

Here, Cs denotes average compound score.

All numerical features were scaled to a 0 to 1 range using
MinMaxScaler to optimize neural network training.

These values were fed to the SLSTM model. This time
series data was transformed into sequences of seven past
trading days using a custom create_sequence() function, where
each sequence was used to forecast the next day's opening
price. The data was segmented into two portions, with 80%
employed for training and 20% reserved for model
performance assessment.

4.4 SLSTM model—integration of TDS with polarity and
subjectivity score

Technical features were fused with the average polarity and
average subjectivity score from SA of news data.

(OPEN, HIGH, LOW, CLOSE, VOLUME,
average polarity, average subjectivity) were selected, and the
OPEN price was designated as the prediction target.

After merging stock and sentiment data, the final input
vector was:

X; = |0 Hy, Ly, Cp, Vy, Py St (16)

Here, P, S, denotes average polarity and subjectivity score.

All numerical features were scaled to a 0-1 range using
MinMaxScaler to optimize neural network training. These
values were fed into the SLSTM model, this time series data
was transformed into sequences of seven past trading days
using a custom create _sequence() function, where each
sequence was used to predict the subsequent day's opening
price.

For evaluation purposes, 80% of the dataset was designated
for training and 20% for testing.

4.5 Training and evaluation

The model was optimized using the Adam optimizer with
MSE as the loss function. It was trained for 100 epochs (EP)
with a batch size (BS) of 16.

A grid search approach was used to optimize the
hyperparameters, where different combinations of neuron
counts {50, 100}, batch sizes {16, 32}, and epochs {50, 100}
were systematically tested. The setup with 100 neurons, 100
epochs, and a batch size of 16 produced the lowest validation
RMSE (2.08 for Tata Steel) and was therefore chosen as the
optimal configuration. To prevent overfitting, early stopping
and dropout regularization (set at 0.2) were also applied during
training.

The precision and reliability of SM forecasting models were
evaluated using various statistical and performance metrics.
The test dataset was evaluated using MAE, RMSE and the
coefficient of determination (R?).
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5. RESULTS AND DISCUSSIONS

A hybrid model was developed for SP prediction by
combining SA and TDS within a Stacked LSTM framework.
Financial news was processed and analyzed for sentiment to
generate quantitative features, including the average
compound score and average polarity-subjectivity score. The
following evaluation methods were utilized in SM prediction:

5.1 MAE

It quantifies the average magnitude of absolute differences
between predicted outputs and actual observations, without
considering the direction of the errors.

MAE is calculated as:

n
1
MAE = = |y = 52l (17)
i=1

where, n denotes the number of observations.

¥is denotes the variable's actual value at the ith observation,
and ;s denotes the expected value of a variable at the ith
observation.

5.2 MSE

It represents the average of the squared differences between
the observed and predicted values.
MSE is calculated as:

n
1
MSE == (i = )’ (18)
i=0

5.3 RMSE

It is an often-used metric in SM forecasting because of its
ability to quantify prediction accuracy, sensitivity to errors,
interpretability, comparability and suitability for optimization.

RMSE is calculated as:

RMSE = vVMSE (19)

5.4 R?

R? is an indicator of the accuracy of predictions in relation
to actual data.
R2 is calculated as:

R2—=1-— Z(yis B Xis)z (20)
Z(yis - yis)2

Table 5 shows the performance of SLSTM model when
integrating compound score with technical data. The best setup
for the SLSTM model, which combines stock technical data
and compound sentiment scores, is 100 neurons, 100 EP and a
batch size of 16, which produces the highest prediction
accuracy for all stocks.

With the lowest MAE values—TATA STEEL (1.72),
HDFC BANK (17.64) and INFOSYS (18.34)—this
configuration clearly improves forecasting accuracy.
INFOSYS (23.85), TATA STEEL (2.16) and HDFC BANK
(26.49) all have lower RMSE values, which suggests



improved model stability and fewer prediction errors. The R-
Squared (R?) values, which reach 0.97 for TATA STEEL and
SUNPHARMA and 0.96 for INFOSYS, confirm a robust
correlation between expected and actual stock performance.

According to the MAE comparison, prediction errors were
greatly reduced by combining polarity and subjectivity
features, by as much as 16.3% for Sun Pharma and 2.9% for
Tata Steel.

Overall, using more neurons and epochs, training the model
with a smaller batch size, and combining sentiment scores with
technical indicators greatly improves the model's capacity to
comprehend market trend. This results in predictions of stock
prices that are more accurate and consistent.

Table 6 shows the performance of SLSTM model when
integrating average polarity and subjectivity score with
technical data. Using 100 neurons, a batch size of 16, and 100
epochs yields the highest accuracy and consistency in
predictions for all examined stocks, according to the
evaluation of the SLSTM model, which integrates technical

measures.

With the lowest MAE values, this configuration clearly
improves prediction accuracy, especially for TATA STEEL
(1.67), INFOSYS (17.04) and HDFC BANK (17.25).
Additionally, there are smaller differences between the
expected and actual prices, as indicated by the lower RMSE
values for TATA STEEL (2.08) and INFOSY'S (23.07). Strong

agreement between model predictions and actual market
data is demonstrated by the R? values, which are still high at
0.98 for INFOSYS and SUNPHARMA and above 0.95 for the
majority of other stocks.

An average drop of roughly 10% is seen in the RMSE
comparison, suggesting increased prediction accuracy.
Overall, the outcomes demonstrate that the model works better
when more neurons and epochs are used with a smaller batch
size. The hybrid SLSTM model produces accurate and
dependable stock price predictions by combining sentiment-
based features with technical stock data to better understand
market behavior.

stock indicators with objectivity—subjectivity sentiment
Table 5. Performance of stacked LSTM model integrating compound score with technical data
Stacked LSTM Model - Compound Score with Technical Data
Evaluation . Neurons - 50 Neurons - 100
Methods NIFTY Sectoral Indices Stock Name Ep-50 Ep-100 Ep-50 Ep-100
BS-16 BS-32 BS-16 BS-32 BS-16 BS-32 BS-16 BS-32
Nifty IT INFOSYS 27.65 30.9 22.08 2699 25.12 3233 18.34  22.56
MAE Nifty Metals TATA STEEL 2.62 2.865 2.12 4.26 2.47 2.74 1.72 2.29
Nifty Bank HDFC BANK 26.49 27.66  19.81  28.67 20.04 3142 17.64  27.99
Nifty Pharma SUNPHARMA 24.98 21.82 20.2 2738 21.83 2298 2031 29.53
Nifty IT INFOSYS 352 39.03 28.3 33.62 3249 4117 2385 29.03
RMSE Nifty Metals TATA STEEL 3.32 3.67 2.66 5.24 3.01 3.48 2.16 2.92
Nifty Bank HDFC BANK 37.37 4091 28.4 39.57 31.8 41.7 2649 3594
Nifty Pharma SUNPHARMA 30.26 28.3 25.14 32.8 27.09  28.85 25.1 35.31
Nifty IT INFOSYS 0.96 0.95 0.97 0.96 0.96 0.94 0.96 0.97
R2 Nifty Metals TATA STEEL 0.93 0.92 0.95 0.84 0.94 0.93 0.97 0.92
Nifty Bank HDFC BANK 0.92 0.9 0.95 0.91 0.94 0.9 0.96 0.92
Nifty Pharma SUNPHARMA 0.97 0.97 0.98 0.96 0.97 0.97 0.97 0.9
Table 6. Performance of stacked LSTM model integrating polarity—subjectivity score with technical data
Stacked LSTM Model - Polarity Subjectivity Score with Technical Data
Evaluation NIFTY Sectoral Indices Stock Name Neurons - 50 Neurons - 100
Methods Ep-50 Ep-100 Ep-50 Ep-100
BS-16 BS-32 BS-16 BS-32 BS-16 BS-32 BS-16 BS-32
Nifty IT INFOSYS 269 29.07 2199 2692  30.39 29.2 17.04 2428
MAE Nifty Metals TATA STEEL 3.48 3.08 2.24 2.56 2.34 2.85 1.67 2.32
Nifty Bank HDFC BANK 30.2 30.63 21.24  22.57 3539  25.19 17.25 19.87
Nifty Pharma SUNPHARMA 21.07 23.57  21.04  24.66 2094 2696 17 22.13
Nifty IT INFOSYS 34.56 3697  28.68 35.66 15479 38.11 23.07 32.442
RMSE Nifty Metals TATA STEEL 4.2 3.82 2.8 3.27 2.96 3.61 2.08 3
Nifty Bank HDFC BANK 40.35 4472 30.69 37.02 4227 3843 24.18 299
Nifty Pharma SUNPHARMA 26.93 2891 26.53  30.53  26.51 323 2199  27.63
Nifty IT INFOSYS 0.96 0.95 0.97 0.96 0.95 0.95 0.98 0.968
R2 Nifty Metals TATA STEEL 0.89 0.91 0.95 0.93 0.95 0.92 0.97 0.94
Nifty Bank HDFC BANK 0.9 0.88 0.94 0.92 0.9 0.91 0.97 0.95
Nifty Pharma SUNPHARMA 0.97 0.97 0.97 0.97 0.97 0.96 0.98 0.97

Table 7 demonstrates that the SLSTM model outperformed
the compound sentiment score when trained with polarity—
subjectivity sentiment scores.

The confidence intervals of 95% for R? were computed
using bootstrapping (n = 1000) in order to evaluate reliability.
With skewness less than 0.2 and kurtosis less than 3, the error
distribution plots displayed nearly normal behavior, indicating
steady predictions free from systematic bias.
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Using polarity—subjectivity sentiment scores consistently
resulted in lower error rates, as shown in Figure 5. As an
illustration of improved forecasting accuracy, the MAE for
TATA STEEL fell from 1.72 to 1.67 and for SUNPHARMA
it fell from 20.31 to 17.00.

Lower RMSE values, which indicate smaller prediction
errors, were obtained when polarity—subjectivity sentiment
scores were used, as shown in Figure 6. For example, SUN



PHARMA's RMSE dropped from 25.10 to 21.99, and TATA
STEEL's RMSE decreased from 2.16 (with compound scores)
to 2.08, indicating less prediction variability.

The R? coefficients derived from polarity—subjectivity
scores were more strongly correlated with actual stock prices,

as seen in Figure 7. An average improvement of about 0.02
and better predictive alignment were demonstrated by
INFOSYS, which obtained an R? of 0.98 as opposed to 0.96
with compound scores.

Table 7. Comparative study of compound score and polarity-subjectivity scores in a stacked LSTM model

SLSTM Model _100 Neurons_100 EP_16 Batch Size

Evaluation Methods Stock Name Compound Score Polarity and Subjectivity Score
BS-16 BS-16
INFOSYS 18.34 17.04
MAE TATA STEEL 1.72 1.67
HDFC BANK 17.64 17.25
SUNPHARMA 20.31 17
INFOSYS 23.85 23.07
TATA STEEL 2.16 2.08
RMSE HDFC BANK 26.49 24.18
SUNPHARMA 25.1 21.99
INFOSYS 0.96 0.98
R2 TATA STEEL 0.97 0.97
HDFC BANK 0.96 0.97
SUNPHARMA 0.97 0.98
Mean Absolute Error R Squared
0.985
25 0.98 0.38
. 2031 0.98
20 - 1764 0.975
17.04 1725 v 0.970.97 0.57 0.97
1 0.97
096 036 096
© 0.96 ' '
5 0.955 I I
172 167
- 0.5
0 - INFOSYS TATA STEEL HDFC BANK SUNPHARMA
INFOSYS ~ TATASTEEL HDFCBANK SUNPHARMA
mSLSTM Model 100 Neurons_100 Epochs 16 Batch Size mSLSTM Model _100 Neurons_100 Epochs_16 Batch Size
Compond Score Batch Size-16 N Compond Score Batch Size-16
mSLSTMModel 100 Newrons_100 Epochs_16 Batch Size Polarity mSLSTM Model 100 Newrons_100 Epochs_16 Batch Size
Subjectivity Score Batch Size-16 Polarity Subjectivity Score Batch Size 16

Figure 5. Performance comparison of MAE for SLSTM
model for compound and polarity subjectivity score
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Figure 6. Performance comparison of RMSE for SLSTM
model for compound and polarity subjectivity score

Figure 7. Performance comparison of R? for SLSTM model

for compound and polarity subjectivity score

5.5 Key contribution of the proposed methodology

(2)

(b)

(©)

(d
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Improved sentiment representation: This study includes
and assesses polarity—subjectivity sentiment features,
which are more successful in raising the accuracy of stock
price predictions than previous research that primarily
used compound sentiment scores.

Cross-sector validation: When evaluated on four different
NIFTY 50 stocks from the banking, pharmaceutical, steel,
and IT industries, the model's resilience and ability to
generalize across a variety of market segments were
shown.

Modified stacked LSTM architecture: A two-layer
stacked LSTM model including two dropout layers
followed by one dense layer was used, which included
100 neurons, 100 EP and batch size of 16. This model gave
better predictive performance.

Empirical performance gains: Comparisons reveal that
polarity-subjectivity features, with MAE as low as 1.67,
RMSE as low as 2.08 and R? above 0.96, clearly



outperform compound scores in capturing investor
sentiment, demonstrating the framework's dependability.
Finally, the integration of technical indicators and polarity-
subjectivity sentiment metrics improves the predictive
accuracy of the Stacked LSTM model, reduces forecasting

errors and aligns actual stock price movements more closely
than the use of compound sentiment scores alone. Table 8
shows the comparison of the suggested methodology's
performance with cutting-edge techniques

Table 8. Performance comparison of proposed methodology with state-of-the-art methods

References Methodology

Results

Drawback Relevance to Present

Work
Hybrid CNN-LSTM and GRU- 48.1% (l-s'tep ), . . . Demonstrates deep
[20] 81.5% (multi-step) Computationally intensive . .
CNN . learning utility
1mprovement

[30] a Diffusion Variational MSE 0£f2753.204 and Complex architecture, Proves sentiment boosts

Autoencoder (D-VAE) R? 0 0.94489 higher training cost prediction accuracy

[19] Hybrid RNN-LSTM with sentiment MAE = 0.036, Requires high-quality Validates sentiment
integration RMSE = 0.046 sentiment data integration in prediction
MEMD + Aquila Optimizer + RMSE = 27.12 . . . Highlights robustness in

[32] LSTM (S&P500), Complexity in hybrid design volatile conditions

56.66 (CSI 300)
6. CONCLUSION AUTHOR CONTRIBUTIONS

The results demonstrated the model’s reliable predictive
performance and its ability to generalize across different
stocks. Furthermore, the marginally higher R? values obtained
with polarity—subjectivity scores imply that this sentiment
feature combination better captures market behavior,
enhancing the SLSTM framework's prediction accuracy.

Although only four NIFTY 50 companies were examined in
this study, they offer a snapshot of a range of market dynamics
and represent a number of industries, including banking,
pharmaceuticals, metals and information technology. The
dataset used in this study was relatively small. Future studies
could be improved by looking at a larger sample of NIFTY 50
stocks or extending the timeframe over several years in order
to more accurately evaluate the model's generalization and
stability across different sectors.

The positive outcomes from comparing compound
sentiment scores with polarity-subjectivity scores indicate
several future research directions. One promising strategy to
enhance stock price forecasting and more accurately capture
investor sentiment in financial news is to combine different
sentiment scoring techniques, such as compound scores with
deep contextual embeddings from models like BERT.

Extending the dataset to include full-length news articles,
social media posts, financial blogs of analysts, government
policies, global impact and in-depth financial reports could
yield richer insights. Applying the LSTM framework to a
broader set of stocks and industries would also validate its
robustness and generalizability. Developing an automated
prediction system with visual sentiment tracking and real-time
data could be very helpful for traders. Further research into
sophisticated deep learning architectures, like GRU and
attention-based models, could increase the precision of
sentiment-driven financial forecasting.

There are two ways to incorporate advanced contextual
embeddings like BERT into the current framework: either
concatenating BERT-generated sentence vectors with
technical indicators at the embedding level or processing these
embeddings through parallel dense layers before combining
them at the feature level. With this method, the model would
be able to identify deeper semantic relationships and more
intricate linguistic patterns in textual data.
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critical feedback, technical supervision and overall direction
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NOMENCLATURE
Ps Polarity Score
Ss Objectivity Score
Cs Compound Score
fis! Forget Gate of LSTM first Layer
st Input Gate of LSTM first Layer
Ces Cell State of LSTM first Layer
C.'  Cell State Update of LSTM first Layer
O’ Output Gate of LSTM first Layer
he! Hidden State of LSTM first Layer
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