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Wireless Sensor Networks (WSNs) are characterized by dynamic topologies that make
effective routing challenging. This paper proposes an integration of Fisheye State Routing
(FSR) with Software-Defined Networking (SDN) to introduce centralized control in WSN
routing. We evaluate FSR with and without SDN under four distinct node mobility models
(Random Waypoint, Deterministic, Directed, Network-Wide) at node speeds ranging from
5 m/s to 25 m/s using NetLogo simulations. Performance metrics including average end-to-
end delay, packet loss rate, Packet Delivery Ratio (PDR), normalized delivery ratio (NDR),
routing overhead, and throughput are measured. The SDN-enhanced FSR framework
consistently outperforms traditional FSR, reducing end-to-end delay by up to ~18% and
increasing PDR by as much as 42 percentage points in structured mobility scenarios. Packet
loss is lowered by roughly 15%, and throughput correspondingly improves. These results
demonstrate that centralized route management yields significant performance gains,
especially under more predictable mobility patterns. This study uniquely shows that
augmenting FSR with SDN’s global network view can substantially enhance routing in
dynamic mobile WSN environments, providing a promising direction for optimizing

protocol performance.

1. INTRODUCTION

Wireless Sensor Networks (WSNs) are decentralized
wireless networks composed of spatially dispersed sensor
nodes that actively communicate with one another without a
need for fixed infrastructure [1, 2]. First designed for military
use, WSNs are now also employed in many civilian
applications, such as disaster response, intelligent
transportation, and environmental monitoring. Typically, all
nodes in a WSN act both as a data source and a router
forwarding other nodes’ packets, with a network that can route
itself to a certain extent when it changes topology [3].
Nevertheless, node mobility causes frequent topology changes,
and the network’s constrained bandwidth and capabilities are
great challenges for successful communication [4-6]. Active
movement of nodes may cause link stability to be disrupted
and makes it a challenge to ensure seamless end-to-end
communication. FSR is a proactive routing protocol proposed
to optimize network scalability [7]. FSR uses a “fisheye”
method where each node periodically sends detailed link state
information to nearby nodes and updates less frequently and
less accurately to other nodes (in this scenario, distant ones
would be covered). This gradation in update frequency creates
a smaller overall overhead of routing, due to restricting the
spread of precise update rates down to a local radius. However,
FSR can fail in fast-changing networks and wide-area
networks where there's low control traffic throughput, too:
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infrequent updates to far-out nodes can result in stale routes,
resulting in high packet loss and latency with high-range
mobility and/or large distance network communication [7-9].
The mobility of nodes significantly influences routing
protocol performance in ad-hoc networks. Common mobility
models include Random Waypoint (random independent
movement), Deterministic (predefined fixed paths), Directed
(movement toward target), and coordinated patterns based on
groups [10-12]. It is vital to discover the influence on PDR,
E2E delay and throughput of these mobility behaviours in the
design of routing protocol [13, 14]. Software-Defined
Networking (SDN) presents a concept distinct from traditional
networking where the control plane is separate from the data
plane, enabling centralized control and programmability [ 15,
16]. In WSNs, SDN could dynamically modify routing
decisions based on a global perspective of the network state,
potentially compensating for the drawbacks associated with
traditional distributed protocols such as FSR in dynamic
environments [17-20].

1.1 Research problem

This work is motivated by the task of maintaining routing
efficiency in highly mobile WSN, such as in disaster or
battlefield deployments. The FSR protocol's dependency on
periodic, locally-scoped updates, without a central view of the
network, causes performance degradation in high-mobility
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environments. Since nodes travel quickly or unpredictably,
this trend is reflected in FSR nodes operating on stale routing
information, resulting in significant increase of packet loss,
prolonged delays and poor use of network resources. As node
density and mobility rates increase, these issues are
exacerbated, demonstrating the need for a much more adaptive
routing mechanism.

1.2 Objective

To evaluate the influence of various node mobility patterns
on the performance of FSR inside WSNs, this study aims to
assess how much progress can be made up for the traditional
routing by introducing SDN into the process. Study Purpose is
to:
e Study FSR behavior on four general mobility models like
the Random Waypoint, Deterministic, Directed, and
network wide group mobility;

Design and implement an SDN-enhanced FSR
architecture and introduce a centralized controller for
routing;

Measure the performance of the traditional FSR against
its SDN-enhanced equivalents by wusing main
measurement of network performance (PDR, end-to-end
delay, packet loss rate, routing overhead, throughput and
normalized delivery ratio) with all four mobility models.

1.3 Contributions

This paper describes the simulation-based analysis in
performance of FSR with various mobility status and presents
SDN-FSR-based integrated approach for significant
improvement in routing performance. Quantitatively
comparing the FSR protocol with the SDN-augmented, the
study demonstrates the advantages of centralization in WSN
routing. The results provide new insights into more flexible
routing protocols that can adapt to the dynamism of future
wireless networks. The rest of the paper is divided into
sections 2 and 3, the former providing a review of other related
work, noting some aspects of what has been studied before in
the field of the FSR, mobility in WSN and the integration of
SDN. Section 3 presents the methodology, such as a
simulation setup and the work done on SDN-FSR framework.
The simulation findings are presented in Section 4. Discussion
and analysis. Section 5 presents the results. Section 6
concludes the paper with a discussion on future work and
limitations.

2. RELATED WORK

In particular, a number of research works have considered
routing performance on dynamic wireless networks and the
potential of SDN in such scenarios. A machine learning model
for detecting and combating DoS attacks in mobile ad hoc
networks has been recently reported. The study also provides
evidence supporting the application of adaptive methods for
the protection of networks. Hassan et al. [21] implemented an
FSR in a Flying Ad Hoc Network (FANET) on a state-of-the-
art DSDV/OLSR/AODV/DSR/TORA network, and the results
indicated that FSR would realize a desirable Packet Delivery
Ratio (PDR) and good channel utilization performance which
contributed to power efficiency and endurance in the UAV-
based network. Fan et al. [22] presented an adaptive routing
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scheme called Chimera, that applies deep reinforcement
learning to MANETS, achieving 19% greater throughput, 14%
reduction in packet losses and 22% reduction in delay than
conventional route by adapting to dynamic network conditions.
The effects of node mobility on routing have been investigated
too. Cett et al. [23] evaluated the OLSR protocol’s
performance in WSNss at different nodes’ speeds and densities,
and confirmed that routing performance generally degrades
with increasing mobility and therefore demonstrated a
workable approach towards a mobility-centric analysis.
Likewise, Shandil [24] surveyed vehicular ad hoc network
routing protocols such as FSR and stressed that mobility
patterns can have major consequences for the efficacy of a
protocol in dynamically changing environments. Integrating
SDN into wireless and sensor networks have also been
investigated. In a review of SDN-driven innovations related to
WSNs and IoT, Piroddi and Fonti [25] concluded that
centralized control can provide an advantage in terms of the
adaptability and management of networks. Piroddi and Fonti
[26] presented a further investigation into a WSN architecture
integrated with SDN on flexible WSN configurations for
resource management. In comparative experiments, SDN
integration was shown to drive considerable improvements in
performance over standard WSN configuration solutions. In
relation to niche uses, Shujairi [27] noted that the static WSN
routing protocols are not suitable for healthcare IoT
environment and SDN-based dynamic control can achieve
such. Abualhaj et al. [10] conducted a review of the current
state-of-the-art in WSN optimization, involving machine
learning methods and architectural modifications that could
enhance energy efficiency and routing accuracy. It is one of
the few works that focused on FSR in an SDN-enabled WSN
utilizing a central controller, and examined the impact of
nodes mobility patterns to FSR performance under centralized
control. Their results showed that SDN is capable of
promoting FSR under certain conditions and thus supports the
theoretical possibility of SDN integration. Yet there testing
was not extensive in scale. In general, a limitation remains in
the literature: no previous work provided a systematic, side-
by-side comparison of the standard FSR protocol versus an
SDN-enhanced FSR applied to a wide variety of mobile
scenarios. The current study fills in this gap by employing
quantitative evaluation of FSR with and without SDN across
multiple mobility scenarios, directly testing the potential gains
of enhancing centralized control in WSN routing.

3. METHODOLOGY

We employed a simulation-based evaluation to compare the
traditional FSR protocol against an SDN-enhanced FSR
framework under various mobility conditions. The simulations
were implemented in NetLogo (version 6.3). Figure 1 depicts
the overall SDN-FSR integrated simulation framework.

3.1 Simulation environment

Simulation Tool: NetLogo 6.3.

Simulation Area: 1000 m % 1000 m flat terrain (open field
with no obstacles).

Number of Nodes: 100 mobile sensor nodes, initially
deployed at random positions in the area.

Simulation Duration: 2000 simulation ticks per run (each
tick is a discrete time step). Multiple runs were conducted



for each scenario to ensure reliable average results.

The above scenario represents a moderately sized WSN. We
note that the maximum node speed considered (25 m/s, ~90
km/h) is higher than typical in many WSN use cases; it is
included here to stress-test the routing protocols under extreme
mobility (as might occur with sensors on fast-moving
platforms). This range from 5 m/s to 25 m/s allows us to
examine protocol behavior from low-mobility up to highly
dynamic conditions, though the upper end is more
representative of vehicular or UAV-based sensor scenarios
than stationary sensor networks.

Mobility Models Performance Metrics
Simulation Config
+ Random Waypoint « End-to-end Delay
o Deterministic o Packet Loss Rate
o NetLogo 63 + Directed r» + Throughput
¢ 1000mx1000m [« Network-Wide + Routing Overhead
Area o Speeds: 5-25 m's
« 2000 ticks Duration
Protocols Analysis & output
o Traditional FSR (Fisher « Protocol Comparision
Scoping) T o Mobility impact
o SDN-Enhanced + Graphical results
FSR(Centralized Control) « Statistical Validation

Figure 1. SDN-FSR integrated simulation framework
3.2 Mobility models

We implemented four distinct node mobility patterns to
reflect a broad range of movement behaviors:

1. Random Waypoint (RWP): Each node repeatedly chooses
a random destination within the area and moves toward it
at a randomly chosen speed (up to the scenario’s
maximum). The node pauses for a brief period upon
reaching the destination, then selects a new random target
and continues.

2. Deterministic Movement: Each node follows a predefined
fixed path or trajectory throughout the simulation,
representing completely predictable movement (e.g.,
patrol routes).

3. Directed Movement: Nodes move toward specific
predefined target points or objectives. This model
simulates goal-oriented mobility (for instance, sensors
moving toward an event or a data sink).

4. Network-Wide Coordinated (Group) Movement: Nodes
move in a coordinated or group fashion influenced by an
overarching pattern (e.g., clusters of nodes moving
together or following a leader, reflecting structured
mobility at the network level).

Each mobility model was tested at five different average
node speeds: 5 m/s, 10 m/s, 15 m/s, 20 m/s, and 25 m/s. All
nodes in a given scenario share the same model and set speed
(with minor random variations in instantaneous velocity for
RWP).

3.3 Protocols evaluated

We evaluated two routing protocol variants in the
simulations:

1. Traditional FSR: Implemented according to standard FSR

specifications. Each node maintains a routing table and

periodically broadcasts link-state updates to its immediate
neighbors. The fisheye scope technique is applied:
updates about nearer nodes (within a smaller hop radius)
are sent more frequently than updates about farther nodes.
Thus, each node has accurate, frequently refreshed routes
for its local vicinity, while routing information for distant
parts of the network is updated less often.

2. SDN-Enhanced FSR: An integrated SDN-based
architecture (Figure 2) was developed for FSR. In this
design, a centralized SDN controller oversees routing.
Sensor nodes report their local topology information (e.g.,
current neighbors) to the controller at regular intervals
using dedicated control messages. The SDN controller
aggregates these updates to maintain a global network
view and computes optimal routing paths for the network.
The controller then disseminates routing decisions back to
the nodes: it periodically sends each node an updated
forwarding table or routing instructions (for example, the
next hop for active destinations). In our implementation,
a simple control message protocol is used: nodes send
“HELLO” messages containing their ID and neighbor list
to the controller, and the controller replies with “ROUTE
UPDATE” messages containing the recommended next
hops or full routing table entries. This centralization of
route computation ensures that nodes receive more up-to-
date and globally optimized routes than under distributed
FSR. We note that while the SDN-enhanced approach
introduces additional control overhead and a dependency
on the controller (a potential single point of failure), it
aims to improve overall network performance by
mitigating route inconsistency (Our simulation assumes
the controller is always reachable by nodes via the
wireless network).

SDN-FSR Integrated Architecture
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Figure 2. SDN-FSR integrated architecture
3.4 Performance metrics

To perform a quantitative comparison between the
protocols, based on each simulation run we obtained the
following performance metrics:

e Average End-to-End Delay: The average delay period it
takes a data packet to travel from its source node through
the network to its destination node (in milliseconds, ms).

e Packet Loss Rate (PLR): Percentage of data packets sent
by origin failed to reach final destination. Output, as
percent of total packets generated.

e Packet Delivery Ratio (PDR): Percentage in the form of
percent of data packets delivered for their destination
from those that were manufactured from source (Defined:
PDR = 100% — PLR in the absence of redundant packets).



Normalized Delivery Ratio (NDR): Efficiency measure
represented as PDR divided by the total number of routing
control packets. This metric shows how well each control
overhead unit contributes to the successful delivery of
data.
Routing Overhead: (number of routing control packets
sent (e.g., routing status, neighbor report, route
dissemination message) / the number of data packets
delivered). It shows the additional network traffic cost
borne by the routing protocol’s control mechanisms.
Throughput: The rate of successful data delivery,
measured in terms of data packets received at the
destination per unit time (packets per second in our
simulations).
When different types of data arrive at a particular location
at different speeds, various simulation operations are executed
in response. To address the randomness in placement and
movement of nodes, a network can be modeled by performing
a set of different simulation times under different conditions.
The average of the metrics for each trial of these runs provides
stability. From collected data we analyzed a comparison to
FSR with a traditional approach with SDN-enhanced FSR. We
also note the variability of the results, and if relevant, we make
remarks on the consistency of the differences (relative to the
significance of performance improvements).

4. RESULTS
4.1 Average end-to-end delay

Significant differences in delay performance were observed
between the traditional and SDN-enhanced FSR
implementations. Table 1 summarizes the average end-to-end
delays for traditional FSR. The results show that the delay for
FSR remained consistently high (around 450—456 ms) across
all mobility patterns and speeds. There was very little change
in delay as node speed increased; for example, in the
Deterministic mobility scenario, the average delay was ~453
ms at 5 m/s and ~455 ms at 25 m/s. A similar flat trend was
seen for Directed and Random mobility. The Network-Wide
(group movement) pattern yielded the lowest delays among
the patterns, but even those were approximately 451-453 ms,
only marginally lower than the others. Overall, traditional

FSR’s delay performance appeared largely insensitive to the
different mobility conditions in our simulation and stayed at
roughly half a second on average.

Table 1. Traditional FSR delay (ms)

Speed (m/s) Deterministic Directed Network Random

5 453 454 452 455
10 452 453 451 456
15 454 455 452 454
20 453 452 453 455
25 455 454 452 456

Table 2 shows the delays for the SDN-enhanced FSR. We
observe a substantial reduction in delay in many scenarios with
SDN. At the lowest node speed (5 m/s), the SDN approach
achieved end-to-end delays as low as 370-380 ms under
structured mobility (Network-Wide and Directed patterns),
which is about 18% faster than the ~452 ms delay with
traditional FSR. Across all patterns, SDN-FSR consistently
outperformed traditional FSR at lower speeds. As node speed
increased, the average delay for SDN-FSR did rise; for
instance, in the Random Waypoint model at 25 m/s, delay
reached ~750 ms, exceeding the corresponding FSR delay.
This indicates that at extremely high mobility, the advantage
of SDN may diminish or even reverse due to the overhead and
latency in updating routes. Nonetheless, for most low-to-
moderate speed scenarios, SDN-FSR maintained noticeably
lower delays than FSR. The best delay performance was
observed at 5 m/s under the Network-Wide pattern (~370 ms),
whereas the worst delay for SDN-FSR was ~750 ms at 25 m/s
under Random mobility.

Table 2. SDN-enhanced FSR delay (ms)

Speed (m/s) Deterministic Directed Network Random

5 400 380 370 410
10 450 420 390 460
15 550 500 450 580
20 650 600 520 680
25 700 680 580 750

Figure 3 provides a visual comparison of the delay results,
illustrating the gap between the protocols.

Average End-to-End Delay Comparison (Network Pattern)
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Figure 3. Average end-to-end delay comparison
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Figure 4. Average packet loss comparison
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4.2 Packet loss rate

Packet loss in conventional FSR is indicated in Table 3. All
protocols suffered moderate to high packet loss with the
number of packets lost generally in 440 to 480 packets of the
total sent. In percentage terms, 44-48% of packets were lost in
FSR. Loss wasn't clearly proportional to node speed (increased
or decreased, for instance), and even at a low speed, there were
large losses. There were occasional minor spikes in losses in
Random Waypoint and Network-Wide patterns at certain
intermediate speeds (e.g., a small peak at 15 m/s), but overall
packet loss was high and fairly consistent on a broad spectral
scale. This means that in our simulation, the FSR protocol was
dropping a large fraction of packets irrespective of mobility
pattern or velocity.

Table 3. Traditional FSR packet loss

Speed (m/s) Deterministic Directed Network Random

5 445 450 440 460
10 450 455 445 465
15 455 460 450 470
20 460 465 455 480
25 465 470 460 475

SDN integration led to a notable improvement in packet
loss. As demonstrated in Table 4, the SDN-enhanced FSR
consistently had lower packet loss figures across all
conditions. Values generally ranged between ~370 and 440
lost packets, corresponding to about 37-44% packet loss. This
is roughly a 15% relative reduction compared to traditional
FSR. The Deterministic pattern with SDN showed particularly
low and stable loss rates (e.g., only ~375 packets lost at 5 m/s,
increasing gradually to ~420 at 25 m/s). Even under the
challenging Random pattern, SDN-FSR contained the loss to
about 395440 packets, significantly better than the 460—480
losses seen with FSR at higher speeds. Optimal performance
was observed at 5 m/s in the Deterministic scenario, with the
lowest loss (~375).

Table 4. SDN-enhanced FSR packet loss

Speed (m/s) Deterministic Directed Network Random

5 375 380 370 395
10 385 390 380 400
15 395 400 390 410
20 410 415 405 425
25 420 425 415 440

Figure 4 illustrates the improvement in packet delivery
reliability with SDN integration, which can be attributed to the
controller’s ability to quickly update routes and avoid broken
links during transmissions.

4.3 Packet Delivery Ratio (PDR)

Table 5 presents the PDR results for traditional FSR, which
remained around 49-50% across all scenarios. The values
cluster tightly near 50% for every mobility pattern and speed,
indicating that roughly half of the generated packets were
delivered successfully. This stable but low PDR suggests that,
under our simulation conditions, FSR was only able to deliver
about half the traffic even in the best cases. The insensitivity
of PDR to speed (for instance, ~50.2% at 5 m/s under
Deterministic movement versus ~49.4% at 25 m/s under
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Random movement) implies that factors other than node speed
were limiting delivery. It is likely that network topology
constraints (100 nodes over a large area) and FSR’s update
frequency capped the maximum achievable PDR at around
50%, as a significant fraction of packets were consistently
dropped due to route breaks or partitions.

Table 5. Traditional FSR PDR (%)

Speed (m/s) Deterministic Directed Network Random

5 50.2 50.1 504 49.8
10 50 49.9 50.2 49.6
15 49.8 49.7 50 494
20 49.6 49.5 49.8 49.2
25 49.4 493 49.6 49

By contrast, the PDR for the SDN-enhanced FSR (Table 6)
varied much more widely, ranging from about 55% up to 92%
depending on the scenario. At low node speeds, the SDN
approach achieved very high delivery ratios in structured
mobility scenarios—most notably, in the Directed mobility
model at 5 m/s, PDR reached 92.1%. Deterministic and
Network-Wide patterns also saw PDRs in the 80-88% range
at 5 m/s. However, as speed increased, PDR for all patterns
declined. For example, under Random mobility, PDR dropped
from 76.8% at 5 m/s to ~55% at 25 m/s. Directed mobility
consistently yielded the highest PDR at each speed, whereas
Random mobility yielded the lowest. Overall, SDN-FSR
outperformed traditional FSR significantly in terms of PDR at
low-to-moderate speeds (often delivering 20—40 percentage
points more packets). At the highest speed of 25 m/s, SDN-
FSR still maintained a slight advantage (e.g., ~55% vs. ~49%
in the Random pattern), but the gap was much smaller. These
results suggest that SDN’s benefit for PDR is most pronounced
when network changes are moderate; in extremely fast-
changing scenarios, SDN still helps but cannot completely
overcome the high rate of topology change.

Table 6. SDN-enhanced FSR PDR (%)

Speed (m/s) Deterministic Directed Network Random

5 85.2 92.1 88.4 76.8
10 78 83.9 81.2 68.6
15 72.8 75.7 74 62.4
20 68.6 71.5 69.8 58.2
25 65.4 68.3 66.6 55

Packet Delivery Ratio Comparison (Network Pattern)
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Figure 5. PDR comparison



Figure 5 compares PDR between the two approaches and
highlights that while reduced packet loss with SDN generally
led to higher PDR, the relationship has complexities (e.g.,
timing of route updates) that cause variability.

4.4 Control overhead and efficiency

The SDN-enhanced approach introduces additional routing
control overhead due to the communication between nodes
and the controller. In the traditional FSR, overhead comes
solely from periodic neighbor-to-neighbor update exchanges.
This overhead was relatively constant and did not increase
substantially with node speed (since the update interval was
fixed). For the SDN-FSR, overhead includes the node-to-
controller reports and controller-to-node route updates. At
lower mobilities, the controller did not need to send frequent
route changes, so the total number of control packets in SDN-
FSR was comparable to that in FSR. At higher mobilities,
however, the SDN controller issued more frequent updates to
keep up with the rapid topology changes, resulting in a
moderate increase in control packet volume. Despite this
increase, the routing overhead remained within a reasonable
range and did not overwhelm the network. Importantly, the
Normalized Delivery Ratio (NDR) was higher for SDN-FSR
in most cases, meaning that each control packet facilitated
more successful data deliveries on average compared to FSR.
In quantitative terms, if we consider the ratio of control
packets to delivered data packets, the SDN approach was
slightly higher than FSR (especially at 25 m/s), but this was
offset by the significant gain in delivered packets. Thus, the
overall efficiency (delivery per control packet) was improved
with SDN-FSR. This shows that the additional overhead
introduced by the SDN control plane was justified by the
performance benefits in data delivery.

5. DISCUSSION
5.1 Overall performance improvement with SDN

The simulation results confirm a significant performance
improvement of SDN with the FSR. The SDN-enhanced FSR
in almost all cases showed lower end-to-end delays and higher
packet delivery ratios than traditional FSR. The SDN
controller provides a centralized route intelligence system that
quickly reconfigures and allocates routing across the entire
network. Conventional FSR, in comparison, is based on the
limited view and periodic updates from each node that are not
enough to keep optimal routing on time with mobility. The
global approach of the SDN controller reduces routing
variations and response time, as packets do not have to spend
time in queues or get stuck on broken paths as a result of
having a global mindset. The enhancements seen, including 80
ms or so of delay (~18%) decreases and PDR increases of 20—
40 points at even moderate conditions are significant, or very
significant. These improvements occurred in a regular manner
on a number of simulation trials which means they are reliable,
not random.

5.2 Impact of mobility patterns
Our results show that routing efficiency is greatly affected

by node mobility patterns. Both protocols had better
performance with structured mobility (Deterministic and
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Network-Wide group movement) than with Random
Waypoint type. While structured mobility changes topology
gradually (or in sequence). This, in turn, enables the routing
mechanism—especially the SDN controller—to make
adjustments quickly to changes in the real world. When the
nodes follow a deterministic path or as a group, link breaks are
less common and routes need not be computed continuously.
Thanks to this, FSR was able to route packets in a more
reliable manner, while with very little intervention from the
SDN controller, the routing was able to achieve near-optimal
routing. This Random Waypoint model on the other hand,
introduced constant, unpredictable connectivity change which
is very difficult for any routing protocol. In those cases despite
even SDN assistance, performance deteriorated significantly
at high speeds (PDR and delay). Nonetheless, SDN-FSR still
performed better than the traditional FSR in random mobility
condition and reflects better flexibility. These results therefore
indicate that mobility patterns with greater predictability or
structure result in higher network performance, and bringing
in a centralized controller is instrumental in using that
predictability to gain routing advantage.

5.3 SDN control overhead and trade-offs

Introducing an SDN controller does not come free of charge,
and the integration between the nodes and the controller adds
routing control overhead and dependence on the controller in
order to operate. Our results indicated that our proposed SDN-
enhanced FSR produced more control messages than old-
fashioned FSR, especially with increased node mobility. The
overhead remained reasonable, however, and the cost of more
control traffic could be outweighed by the benefits in terms of
data delivery. Even though we added control packets to the
network a bit, by integrating additional control packets, the
SDN approach produced a much larger fraction of data packets
to their destination area. This means an efficient trade-off--the
new control communication investment results in a huge
improvement of data throughput and reliability. But what is
also to be expected is perhaps one single point of failure,
introduced by the central controller; in our simulations, the
controller was always available, but in practice we may need
to use redundancy or failovers to maintain robustness.
Furthermore, the controller may be unable to rapidly
communicate route updates at exceptionally high mobility (25
m/s) and we found a delay for SDN-FSR at this level. Better
frequency control updates, perhaps with the use of different
controllers and even a more hierarchical control structure in
future works could solve these problems.

5.4 Significance of results

The comparison in the current studies presents support that
in highly dynamic WSN environments, combining SDN with
proactive routing can dramatically improve network
performance. The differences we see between traditional FSR
and SDN-enhanced FSR are significant (in some cases
doubling key metrics like throughput). Although no formal
statistical significance tests were taken, the repeated
improvements across independent simulations suggest that the
performance improvements are statistically meaningful. The
results from the simulation show significant results in
determining how an SDN-based mechanism may perform in
practice WSN deployments within controlled environments.
Things like variability in wireless channels, node failures, and



energy constraints will also have some role in practice. That
said, even in the most geographically dispersed scenario where
they rely on SDN, our results strongly show that centralized
network control using SDN can create much more robust and
efficient routing when nodes are mobile or the topology of a
network changes often.

6. CONCLUSION

The study examines whether this approach can provide a
much more efficient route through any mobile WSN. Its aim
is to improve routing by integrating SDN and also improve
performance in mobile WSNs. By simulating a network using
a NetLogo model of different node traffic mobility patterns
and speeds, we compare the traditional distributed FSR
protocol against an SDN-enhanced FSR method. The results
clearly show that node mobility affects routing performance.
Traditional FSR suffers from high end-to-end delays and
moderate (~50%) packet delivery ratios under test conditions,
notably as the speed of nodes increases, whereas with SDN-
enhanced FSR we have achieved some degree of improvement.
In contrast, SDN-implemented FSR framework provided
significantly enhanced performance in almost all cases, with
lower delays, larger delivery ratio and higher throughput. This
was especially significant in structured mobility scenarios (e.g.,
deterministic or group movement), considering the global
network picture of the SDN controller, and how it enabled
efficient route preservation. As a whole, our study found that
centralized control through SDN can efficiently complement
proactive routing protocols such as FSR in dynamically
configured infrastructure-less networks.

7. LIMITATIONS AND FUTURE WORK

Despite the remarkable results with this research, there are
some limitations. The first, the study was performed in a
simulation environment with idealized assumptions (e.g.,
simplified physical layer and no energy constraints). In
practice, the WSNs will be subject to a lot of interference,
propagation delay, and some time-based energy limitations
that can affect the performance of FSR and SDN controller.
To begin with, the network size examined (100 nodes) and the
centralized controller used raise questions about scalability.
As network size expands, a single SDN controller can become
a communication bottleneck or single point of failure. That
said, a distributed, or hierarchical, control architecture is likely
to be required to truly manage larger networks. Third, mobility
between nodes, of up to 25 m/s, might be good for
emphasizing the protocols, but has been avoided for other
WSN deployments (e.g., ones where nodes frequently sit still
or move slowly). Hence, the absolute performance numbers in
this extreme case should be regarded with caution in general
for other cases. Lastly, our implementation did not include an
energy consumption analysis; the additional control
messaging included in the SDN approach can potentially
influence battery-powered nodes over extended timelines. In
the follow-up phase, these limitations can be alleviated
through experimenting with larger network sizes, using
multiple cooperative controllers to overcome single points of
failure, and testing the SDN-FSR methodology with physical
hardware or more detailed network simulators, including
lower layer effects in practice. Investing in the energy
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overhead in the SDN control channel and optimizing the
updating strategy (e.g., event-driven updates) could also prove
useful. This study, although limited, yields valuable
information on how SDN can improve routing in mobile
sensor networks. With the integration of advanced SDN, we
hope to learn from the work to create more adaptive and
capable of resilient WSN routing protocols as the separation
between ad-hoc routing has become increasingly the reality.
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