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An effective information retrieval system is crucial for accessing information. However,
existing state-of-the-art models, particularly those based on the Transformer architecture,
primarily focus on high-resource languages such as English. This creates a significant
challenge for low-resource languages such as Sundanese, which remains understudied. To
address this research gap, we propose a comprehensive web-based Sundanese language-
processing toolbox integrated with a Transformer-based information-retrieval framework,
which serves as a standardized baseline for evaluating low-resource Sundanese retrieval
tasks. The web application consists of two core components: a stemming module and a
semantic search engine. For the stemming module, we employed the AMStemming
algorithm, which applies morphophonemic rules and is currently the state-of-the-art
approach for Sundanese. The stemming module demonstrated strong computational
performance, with latency below 400 ms and linear scalability with increasing numbers of
concurrent users. The semantic search engine was implemented using a Transformer-based
model fine-tuned from pre-trained IndoBERT weights. The model achieved an mAP@5 of
0.2883, a Precision@5 of 0.0780, and a Recall@5 of 0.3899, providing a quantitative
baseline for low-resource Sundanese retrieval. A user experience (UX) evaluation involving
100 participants confirmed the system’s usability and clarity. High satisfaction was reported
across five evaluation dimensions, with clarity (88.83%) and relevance (88.71%) receiving
the strongest ratings. These results demonstrate that the proposed system provides a
practical and scalable foundation for future research on Transformer-based semantic search
in low-resource languages.

1. INTRODUCTION

serve as contextual input for the generation process. Therefore,
reliable and accurate information-retrieval methods are a

Recent advances in large language models (LLMs) have
significantly expanded the scope of human—computer
interaction. LLMs have been applied to a wide range of tasks,
including conversational agents such as ChatGPT, which has
played an essential role in improving user productivity [1].
Unlike traditional chatbots, modern systems can generate
highly natural, context-aware responses owing to the
capabilities of Transformer-based architectures [2]. These
models are typically trained on large-scale, multi-domain
corpora, enabling them to answer a wide variety of queries [3].
However, their knowledge is limited to the data used during
training, which makes the integration of external or updated
information essential for practical deployment.

Retrieval-Augmented Generation (RAQG), first introduced in
2020 [4], is a widely adopted approach for addressing this
limitation. In RAG-based systems, an information-retrieval
pipeline is applied before text generation to incorporate
relevant external knowledge into the LLM. The effectiveness
of such systems strongly depends on the quality of the retrieval
component, which must identify pertinent documents that can
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critical foundation of modern RAG-based applications.

Natural Language Processing (NLP) methods for
information retrieval have evolved substantially with the
development of Transformer architectures. Earlier approaches
relied primarily on sparse lexical representations such as Bag-
of-Words (BoW) and Term Frequency—Inverse Document
Frequency (TF-IDF) [5]. More recent methods employ dense
vector representations that capture semantic relationships,
including Word2Vec [6], GloVe [7], and FastText [8]. These
techniques represent text in continuous vector spaces and have
become a foundation for modern semantic retrieval models
[9]. In both sparse and dense approaches, text preprocessing,
particularly stemming, plays a critical role. Stemming removes
affixes to normalize word forms, allowing semantically related
words to be mapped to a standard representation [10]. This
process reduces vocabulary size and improves the quality of
text representations used for retrieval.

Transformer-based models provide a robust framework for
encoding semantic information and have become the backbone
of modern language models [11-13]. These models are
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typically trained through a pre-training phase using masked
language modeling, followed by fine-tuning for downstream
tasks such as information retrieval [14]. In retrieval systems,
the learned text representations are used to embed documents
and queries into a shared vector space, enabling semantic
matching beyond exact lexical overlap.

Despite their success in high-resource languages, most
publicly available Transformer-based semantic search models
have been trained primarily on English corpora. Although
multilingual models exist, their performance for truly low-
resource languages remains limited, including for Sundanese
[15, 16]. Sundanese is one of Indonesia’s major local
languages, yet it remains significantly under-represented in
large-scale linguistic datasets. The scarcity of high-quality
Sundanese corpora poses a significant challenge for training
and fine-tuning Transformer-based retrieval models, while
simultaneously motivating the exploration of methods that can
operate effectively under low-resource conditions.

In this study, we leverage recent advances in Sundanese
natural language processing to develop a comprehensive web-
based language-processing system designed for information-
retrieval research. The proposed system focuses on two core
components: a morphophonemic stemming module and a
Transformer-based semantic search engine, providing an
integrated experimental platform for evaluating low-resource
Sundanese retrieval.

2. RELATED WORKS

Word stemming has long been recognized as a fundamental
component of NLP. A wide range of techniques has been
developed, including rule-based approaches, regular
expression—based methods, and well-established algorithms
such as the Snowball stemmer, which are primarily designed
for English text processing [17]. In the context of Sundanese,
several specialized stemming algorithms have been proposed,
including those developed by Purwoko [18], UG18 Stemmer
[19], Sutedi et al. [20], and the AMS Stemmer. These
algorithms exploit distinct morphological and phonological
characteristics of Sundanese and therefore exhibit varying
levels of effectiveness. Among them, the AMS stemmer is
currently regarded as state-of-the-art, as it employs a
morphophonemic, rule-based framework that is well aligned
with the linguistic structure of Sundanese.

In Transformer-based NLP architectures, stemming has
been shown to improve downstream task performance when
incorporated into the preprocessing pipeline. Previous studies
have reported performance gains of up to 25% in classification
and semantic tasks when effective stemming is applied [21].
However, the impact of stemming in information retrieval
scenarios remains insufficiently explored, both for English and
for other languages. Although prior work on information
retrieval evaluation exists, stemming is rarely considered a
major contributor to retrieval performance [22, 23].

Current research on information retrieval using
Transformer-based models predominantly focuses on high-
resource languages such as English. In contrast, existing work
on Sundanese information retrieval remains limited mainly to
lexical approaches [24], vector space models [25-28], and
Bayesian methods. The application of state-of-the-art
Transformer-based models to Sundanese information retrieval
has received little attention. This gap highlights the need for
more advanced neural retrieval frameworks specifically
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adapted to the linguistic characteristics of Sundanese.

Recent advances in neural information retrieval have
demonstrated that Transformer architectures achieve state-of-
the-art performance in high-resource language environments.
However, adapting these models to low-resource languages
poses substantial technical challenges, including severe data
sparsity, high morphological complexity, and tokenization
mismatches arising from suboptimal subword segmentation.
Low-resource languages often exhibit rich affixation systems
and morphophonemic alternations that are not adequately
captured by tokenizers trained on high-resource language
corpora.

To address these limitations, prior studies have explored
multilingual pretraining, cross-lingual transfer learning, and
domain-adaptive fine-tuning. Although these approaches have
shown promise, they typically depend on lexical similarity or
large-scale parallel corpora, which are rarely available for
truly low-resource languages. These constraints underscore
the need for linguistically informed normalization techniques
to reduce morphological variation before semantic encoding.

In contrast to previous work, this study integrates a
morphophonemic-based stemming mechanism with a fine-
tuned Transformer model to form a hybrid retrieval
architecture designed explicitly for low-resource Sundanese
language processing. This approach combines linguistic
normalization with deep semantic representation, enabling
more accurate and contextually meaningful retrieval. By
jointly addressing linguistic and architectural challenges, the
proposed framework provides a novel contribution to low-
resource neural information retrieval and establishes a clear
methodological distinction from prior studies.

3. METHODS

This section describes the study methodology and the
waterfall-style software development lifecycle adopted in this
work [29]. Figure 1 presents the main stages of the Waterfall
Method. The primary requirement of the proposed web
application was the ability to perform Sundanese text
stemming and semantic information retrieval through a
dedicated search engine. To meet these requirements, the
system was designed with two core components: a stemming
module based on the AMS stemming algorithm and a
Transformer-based search engine module. The proposed web
application was evaluated from three perspectives: system
performance, response latency, and user experience (UX).

3.1 System design

Web technologies enable large-scale access across multiple
platforms, but reliable system performance requires adequate
computing and storage resources. In addition, the database
must support high-dimensional embedding vectors, which are
not natively handled by most relational database management
systems. The proposed system architecture follows industry
best practices, as illustrated in Figure 2.

The overall architecture consists of three main components:
(1) a database, (2) a web server, and (3) a reverse proxy.
PostgreSQL 17 with the pgvector extension was used to store
embedding vectors. The pgvector extension implements a
Hierarchical Navigable Small World (HNSW) index to
support efficient similarity search. The web server was
implemented in Python 3.11 using Flask, with Gunicorn and



Nginx used to manage concurrent requests and worker
processes. This software stack enabled the deployment of a
scalable and robust semantic search system.

. -

Figure 1. Research methodology
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Figure 2. Proposed web app topology
3.2 Sundanese stemming module

Stemming is a fundamental NLP task that supports
downstream applications such as information retrieval. An
accurate and efficient stemming algorithm is therefore a
critical component of the proposed web application. In this
study, AMS stemming was adopted as it represents the current
state of the art for the Sundanese language. The AMS
algorithm is based on morphophonemic rules and achieved an
F1 score of 87.52% in previous evaluations [30].

The Sundanese stemming module provided two main
functions: (1) word-level stemming with word suggestion and
(2) document-level stemming with accuracy analysis. Word
suggestions were generated using the Levenstein distance [31]
to recommend relevant dictionary entries when an input word
was not found. This functionality improved usability and
reduced user input errors. Document-level stemming applied
the same algorithm to each unique word in a document and
produced aggregate accuracy statistics, enabling efficient
large-scale evaluation of stemming quality.

3.3 Sundanese search engine module

The search engine module consisted of four components:
(1) AMS stemming, (2) a Transformer-based embedding
model, (3) a vector store, and (4) cosine-based ranking, as
shown in Figure 3. During indexing, source documents were
processed using AMS stemming, converted into embeddings,
and stored in the vector database. The same preprocessing
pipeline was applied during querying to ensure consistency.

For retrieval, the query embedding was compared with
document embeddings using cosine distance [32]. Given two
n-dimensional vectors A and B, the cosine distance was
computed as defined in Eq. (1). Documents were ranked by
their cosine distances, with smaller distances indicating
greater semantic similarity.

A-B

dist(4,B) =1———
A.B) =1 =B

(M
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The Transformer model was implemented using a Siamese-
BERT architecture [33]. Three pre-trained models were
evaluated: MPNet [34], MelayuBERT [35], and IndoBERT
[36], selected because their training data include Indonesian or
Malay, which are linguistically related to Sundanese. Retrieval
performance was evaluated using Precision@k, Recall@k,
and mAP@k, as defined in Egs. (2)—(4):

#Relevant items on the ranking < K

K= X 2)
K
1
APk :_Z Pkrelk (3)
Ny
k=1
1 N
AP = —Z AP 4
m N, k C))
k=1

where, N; is the total number of relevant items, Py is the
precision at &, rel; is the document relevance (1 if the item at
top k is relevant, otherwise 0), N, is the total number of
queries, AP, is the average precision at k, and mAP is the
mean average precision. We chose to evaluate the retrieval
performance with k = 5.

Mean Average Precision (MAP) is a widely used evaluation
metric in information retrieval, including search engines [37,
38]. Precision and recall are fundamental measures for
assessing retrieval effectiveness [39-41]. Precision represents
the proportion of relevant items among all retrieved results,
indicating how many of the returned documents satisfy the
defined relevance criteria.

We published the dataset for fine-tuning and evaluation of
the retrieval system in an open source repository with DOI:
https://doi.org/10.5281/zenodo.15494944 [42]. We also
compared search engine retrieval performance with that of
public search engines and with baseline retrieval models. We
prepared a unique 100-word list of common topics, calculated
their respective evaluation scores, and performed an analysis
of variance (ANOVA) to assess differences in mean retrieval
performance across the search engine groups [43].

Search Engine Module

AMS Transformers |

| | Stemming Embedding |

@ ey | I
- Results : - |
User t Cosine |
| Ranking :

|
Indexing

Source
documents

Figure 3. Search engine retrieval workflow diagram
3.4 Performance testing

System responsiveness was evaluated using the k6 load
testing framework [44, 45]. Five levels of virtual users,
ranging from 10 to 50 in increments of 10, were simulated over
a l-minute test duration. The total number of successful
requests and the 95th percentile latency were recorded. All
tests were conducted from a remote client over a 100 Mbps
network connection. Lower latency and higher throughput
were considered indicators of better system performance.



3.5 User experience (UX) testing

User experience is a critical factor in the adoption of
information systems [46, 47]. A UX evaluation was conducted
to assess the usability and effectiveness of the proposed web
application. A total of 100 participants from diverse
backgrounds took part in the review. The evaluation employed
a structured questionnaire comprising 15 items grouped into
five dimensions: clarity, relevance, completeness, delivery,
and future use. Responses were recorded using a five-point
Likert scale ranging from Strongly Disagree (1) to Agree (5)
Strongly. The questionnaire items are provided in Appendix A
to ensure transparency and reproducibility. For each
dimension, the score was calculated as the mean of its three
associated items. The overall UX score was obtained by
averaging the five dimension scores. This aggregation method
ensured internal consistency and facilitated quantitative
comparison across evaluation dimensions.

4. RESULT AND DISCUSSION

This section presents and analyzes the performance of the
proposed system, including retrieval accuracy, system
throughput, and user experience. The system was deployed on
a virtual machine equipped with an Intel Xeon Gold 6248R
CPU running Ubuntu Linux 22.04, with two virtual CPUs and
4 GB of memory, and without GPU acceleration. This
configuration was selected to evaluate system behavior under
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cost-efficient, CPU-only conditions. The objective was to
assess whether Transformer-based retrieval could be deployed
effectively under limited computational resources.

The web application comprised three primary functional
components, as illustrated in Figure 4. The first module
supported document-level and word-level stemming for text
preprocessing (Figure 4 (a)). The second module provided
word-level analysis and dictionary-based normalization
(Figure 4 (b)). The third module implemented the semantic
search interface, which returned ranked documents along with
cosine similarity scores and query response times (Figure 4
(c)). Together, these components enabled interactive, real-
time processing and retrieval of Sundanese text.

4.1 Retrieval performance evaluation

The fine-tuning results of the Transformer-based models are
presented in Table 1. The IndoBERT-based model achieved
the highest performance, with an mAP@S5 of 0.2883, a
Precision@5 of 0.0780, and a Recall@5 of 0.3899. This result
is consistent with the fact that IndoBERT was pre-trained on a
large Indonesian corpus, which is linguistically closer to
Sundanese than the data used for MPNet or MelayuBERT.
MPNet, which was primarily pre-trained on English data,
achieved lower but comparable scores, whereas MelayuBERT
exhibited the weakest performance. These differences indicate
that pre-training language similarity plays a substantial role in
the effectiveness of downstream fine-tuning for low-resource
languages.

Stemming

Wordlevel Sterming

Stemming Results AMS Stemming Resalts Purwoka

Stemming Results Sastrawi

Stemming Results UGTS

(a) Document-level stemming

Word-level Stemming

AMS Stemming Result

Qrigin

al word: [N

Stemmed word: [

(b) Word-level stemming
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Figure 4. Intelligent web app screenshots

Table 1. Transformers model retrieval performance

Model mAP@S Prec.@5 Recall@5
MPNet 0.2550 0.0707 0.3536
MelayuBERT  0.1765 0.0513 0.2565
IndoBERT 0.2883 0.0780 0.3899

The performance difference can be attributed to the fine-
tuning method used for a Transformer-based model. When
fine-tuning a Transformer model, the tokenizer is usually not
updated with new corpus data; only the model weights are
updated [48]. This is both an advantage and a primary
limitation of Transformer-based models. When fine-tuning is
performed using the same language as the pre-trained model,
the model can generalize and produce better, more specific
models. However, when the same model is fine-tuned using a
significantly different language and alphabet, it may not learn
the correct semantic meaning from the corpus [49, 50].

Due to the limited number of pre-trained Indonesian-
language models, this severely restricts the potential for fine-
tuning to create new, task-specific Transformer models. While
we can train from scratch, the Transformer model requires a
large corpus to produce an effective model. However, data are
scarce for low-resource languages such as Sundanese.
Nevertheless, we consider these results satisfactory for
integration into the web app.

Table 2. Comparison with baseline retrieval models

Model mAP@S Prec.@5 Recall@5
TF-IDF (VSM) 0.1421 0.0394 0.3536
IndoBERT (non-fine-tuned)  0.2015 0.0582 0.2971
Proposed AMS + 0.2883  0.0780  0.3899

IndoBERT (Fine-tuned)

To ensure a fair and rigorous scientific evaluation,
additional baseline retrieval models were incorporated into the
experimental framework. An unfine-tuned IndoBERT model
was employed as a zero-shot Transformer baseline, providing
a neural retrieval baseline without task-specific adaptation. In
contrast, a traditional TF—IDF vector space model was used to
capture classical lexical retrieval behavior. The inclusion of
these baselines enables a more controlled and
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methodologically sound comparison with the proposed fine-
tuned Transformer-based retrieval model in a low-resource
language setting. As demonstrated in Table 2, the comparative
results reveal a clear and consistent performance improvement
of the proposed model over both classical and neural baseline
approaches.

To provide a rigorous evaluation, two baseline retrieval
models were included: a TF—IDF vector space model and a
zero-shot IndoBERT model without fine-tuning. As shown in
Table 2, the TF-IDF model achieved the lowest retrieval
effectiveness (mAP@5 0.1421), indicating that lexical
matching alone was insufficient for capturing semantic
relationships in Sundanese text. The zero-shot IndoBERT
model showed moderate improvement (mAP@5 = 0.2015),
confirming the benefit of contextual embeddings even without
task-specific adaptation.

The proposed AMS-integrated, fine-tuned IndoBERT
model achieved the highest performance across all metrics
(mAP@S5 = 0.2883, Precision@5 = 0.0780, Recall@5 =
0.3899). This represents an improvement of approximately
43.9% over TF-IDF and 43.1% over the zero-shot IndoBERT
baseline in terms of mean Average Precision. These consistent
gains across multiple metrics indicate that integrating
morphophonemic normalization with Transformer-based
semantic encoding substantially improves retrieval quality in
low-resource language settings.

4.2 Performance testing

Figures 5 and 6 summarize the performance evaluation of
the stemming and search modules. The stemming module
maintained stable performance as the number of virtual users
increased from 10 to 50. The average latency remained below
300 ms, and throughput scaled approximately linearly with the
number of users. At peak load, the system processed
approximately 2,740 requests, with a 95th-percentile latency
of 320.34 ms, indicating high responsiveness and scalability.

In contrast, the search module exhibited a throughput limit
of approximately 800 requests across all user levels. Latency
increased with higher concurrency, reflecting the
computational cost of Transformer-based embedding
inference on CPU-only hardware. Nevertheless, the system



remained responsive with up to 50 concurrent users,
demonstrating that the architecture could support multi-user
operation in real-time conditions.

Runtime profiling indicated that Transformer inference
accounted for approximately 68—75% of total query latency,
while vector similarity search using the HNSW index
contributed an additional 18-22%. The remaining overhead
was associated with web server routing and network
communication. These results provide a reproducible baseline
for future system optimization.
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Figure 5. Performance test results for stemming capability
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Figure 6. Performance test results for the searching
capability

4.3 Error analysis and performance limitations

Although the proposed system outperformed baseline and
reference models, the absolute values of Precision@5 and
mAP@5 remained moderate. This outcome reflects the
inherent challenges of low-resource language retrieval. Error
analysis identified three primary sources of performance
degradation: limited vocabulary coverage, suboptimal
tokenization inherited from IndoBERT, and semantic
ambiguity arising from dialectal variation in Sundanese.
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In addition, the size of the available corpus constrained
model generalization. Unlike high-resource languages,
Sundanese lacks large-scale annotated datasets and pre-trained
Transformer models, which limits the achievable retrieval
accuracy. Therefore, the reported results should be interpreted
as a realistic baseline under low-resource conditions rather
than as an upper bound on achievable performance.

4.4 User experience (UX) testing

Figure 7 presents the results of the UX evaluation.
Participants reported positive perceptions across all five
dimensions. Clarity achieved the highest score (88.83%),
followed by relevance (88.71%), future use (87.83%), delivery
(87.67%), and completeness (86.50%). These results indicate
that users found the interface intuitive, the retrieval results
meaningful, and the system reliable.

The consistently high scores across dimensions suggest that
the proposed system offered a balance between usability and
retrieval effectiveness. Minor differences among dimensions
indicate opportunities for further refinement, particularly in
expanding the coverage of results and handling edge-case
queries.

Future Use
Delivery S m5
4
C let
ompleteness [ "3
| 2
Relevance By
il
|
Clarity ~ [S
0.00% 20.00% 40.00% 60.00% 80.00%

Figure 7. User experience testing questionnaire results

5. CONCLUSIONS

This study developed an integrated web-based Sundanese
Natural Language Processing system that combines
morphophonemic stemming and Transformer-based semantic
search. The AMS stemming algorithm demonstrated strong
computational efficiency, achieving a latency below 400 ms
with linear scalability as the number of concurrent users
increased. These results indicate that the stemming module
performs reliably and efficiently, making it suitable for large-
scale linguistic processing in low-resource language
environments such as Sundanese. The semantic search engine,
implemented using a fine-tuned IndoBERT Transformer
model, achieved an mAP@5 of 0.2883, a Precision@5 of
0.0780, and a Recall@5 of 0.3899. These results confirm that
the system can capture user intent and retrieve semantically
relevant documents despite operating under CPU-only and
low-resource data constraints. The user experience evaluation
further supported the system’s effectiveness, with high ratings



in clarity and relevance, indicating that the interface and
retrieval outputs were both intuitive and functional.

Future work may focus on improving scalability and
retrieval accuracy through GPU-based inference, distributed
deployment, and expansion of the Sundanese text corpus. In
addition, extending the system to support cross-lingual
retrieval and Retrieval-Augmented Generation (RAG) would
enable more advanced applications, such as contextual
question answering and semantic summarization. Overall, this
study provides a robust and reproducible foundation for
advancing Transformer-based information retrieval in low-
resource languages.
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