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Credit card fraud, particularly identity theft and unauthorized transactions, continues to pose
a significant threat to financial security. Traditional rule-based and numerical feature-based
risk control systems struggle to address the increasingly sophisticated fraud techniques,
primarily due to their inability to leverage the rich visual context present during transactions.
The introduction of image analysis techniques into transaction monitoring provides a
revolutionary approach to solving this problem by directly verifying the operator's identity
and environmental security. However, fraudsters often use active obfuscation to evade facial
recognition, leading to a sharp decline in the performance of existing visual algorithms in
critical tasks. This challenge has become the primary technological bottleneck for reliable
image-based risk control. While current facial recognition technologies perform excellently
in controlled environments, their robustness is significantly lacking in real-world financial
transaction scenarios involving strong occlusions and uncooperative subjects. Most existing
methods either rely on complete visible facial features or require a large number of occlusion
samples for training, making them ill-suited to adapt to unknown and ever-changing real-
world fraudulent obstructions. This paper proposes a collaborative hybrid model of
"Occlusion Detection - Iterative Restoration - Robust Recognition." Compared to
mainstream methods such as GAN-Based, Vision Transformer, Partial Conv, and DNN
selected in the experiments, the core innovations of this paper are reflected in three aspects:
(1) Unlike the GAN-Based model, which generates visually natural but potentially identity-
distorting restoration results, the synergy of the mapping autoencoder and iterative
restoration mechanism in this paper achieves recognition accuracies of 96.8%, 97.5%, and
89.3% in the mask, sunglasses, and combined occlusion scenarios, respectively,
significantly outperforming the 92.5%, 90.2%, and 78.6% of the GAN-Based method; (2)
Unlike the Vision Transformer, which requires large amounts of training data and
experiences significant performance degradation under severe occlusion, the method in this
paper maintains 93% accuracy under 50% eye occlusion, far surpassing the 70.5% of Vision
Transformer, without the need for massive labeled data; (3) Compared to Partial Conv,
which lacks targeted restoration guidance, and DNN, which overly depends on global
features, this paper maintains 89.7% accuracy under severely distorted image quality
through a "precise occlusion detection - feature-preserving restoration - weight-shared
recognition" closed-loop design, significantly outperforming Partial Conv's 76.8% and
DNN's 68.9%. Experiments show that the method in this paper has superior robustness and
practicality in complex transaction scenarios, effectively solving the issues of false
rejections and fraud misjudgment in intelligent risk control.

1. INTRODUCTION

systems have become more apparent in the face of constantly
evolving fraud techniques and increasingly organized

With the rapid development of digital payment technologies
[1-4], credit cards have become an indispensable financial tool
in modern society [5, 6]. However, their widespread use has
also brought about increasingly severe transaction fraud risks
[7-9], with "identity theft" [10] and "unauthorized
transactions" [11] posing the most significant threats.
Traditional fraud detection systems heavily rely on structured
data such as transaction amount, time, and location. Although
some success has been achieved, the limitations of these
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fraudulent activities [12, 13]. These methods struggle to
capture the rich contextual information present during
transactions and cannot effectively address on-site frauds that
use physical obstructions for disguise, facing significant
challenges in both real-time performance and accuracy.

In this context, image analysis-based monitoring
technologies [14, 15] have provided a new perspective for
enhancing transaction security. By analyzing visual data in the
transaction scene, the system can directly address two core
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questions: "Is the current operator the cardholder?" and "Is the
transaction environment secure?" However, applying visual
technologies [16-18] in the challenging financial anti-fraud
scene presents unique challenges. Among them, fraudsters
actively use facial obstructions to evade recognition, which is
the primary obstacle to the reliability of facial recognition
systems. Under strong occlusion conditions, the loss of critical
identity biometric features [19, 20] can directly lead to
recognition failure, either causing a legitimate user to be
rejected or a fraudulent transaction to be mistakenly approved,
thereby severely weakening the effectiveness of the entire risk
control system.

To address this core issue, this paper proposes an innovative
image analysis method for credit card transaction monitoring
and fraud detection. The core of this research is a hybrid model
specifically designed to address occlusion, systematically
integrating three key technological modules. First, we
introduce an unsupervised mapping autoencoder aimed at
precisely locating unknown types and locations of occluded
areas, without requiring any prior occlusion samples. Second,
we develop an iterative stacked denoising autoencoder that,
based on the location information, progressively and high-
quality restores the occluded parts while strictly preserving the
original biometric features of the unobstructed areas. Finally,
we use a deep neural network for ultimate identity verification,
and through a pre-training weight-sharing strategy, we ensure
high synergy between feature extraction and identity
recognition.

The core uniqueness of the method in this paper lies in its
deep adaptation to the requirements of financial fraud
detection scenarios. The key differences and innovations
compared to the mainstream methods in the experiments are
as follows:

(1) Innovation of the unsupervised occlusion detection
mechanism: Methods such as Partial Conv, compared in the
experiments, rely on occlusion region labeled training,
limiting their generalization ability. In contrast, the mapping
autoencoder in this paper uses an unsupervised paradigm of
"learning anomalies from normal," allowing precise
localization of various unknown occlusions such as masks,
sunglasses, and combined occlusions without occlusion label
data, relying only on clean face data. Even with 50% occlusion
in random regions, the recognition accuracy remains 89.5%,
significantly outperforming Partial Conv's 67.5% and 76.8%,
and is well adapted to the diverse occlusion forms in
transaction scenarios.

(2) Scenario-based innovation of iterative restoration
strategy: While the GAN-Based method achieves 90%
accuracy at 50% mouth occlusion, which is close to the 8§9.5%
of this paper’s method, there is a significant performance gap
in mid-to-high occlusion ranges and combined occlusion
scenarios. Traditional DNN methods, lacking a restoration
mechanism, have accuracy below 80% in various occlusion
scenarios. In contrast, the iterative stack denoising
autoencoder in this paper, guided by the occlusion probability
map, restores only the occluded regions and preserves the
original clean features. This method maintains stable
performance under different occlusion positions, areas, and
image quality conditions, perfectly aligning with the stringent
feature fidelity requirements for financial identity verification.

(3) Collaborative innovation of cross-module weight
sharing: In the experiments, methods like GAN-Based and
Vision Transformer have independent restoration and
recognition modules, resulting in insufficient identity feature
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matching accuracy in the restored regions. In this paper, the
recognition module shares the encoder weights of the
restoration module, enabling the recognition network to inherit
prior knowledge of "normal face features." This allows the
method to achieve a balance of 98.7% accuracy and 35 ms
processing time at 1920x1080 resolution, which is faster than
Vision Transformer and more accurate than DNN (92.1% / 15
ms).

This paper aims to elaborate on the complete framework
and algorithmic principles of this method and to
experimentally validate its excellent performance under
simulated real-world fraud scenarios. We firmly believe that
this research not only provides an effective technological path
to overcoming facial recognition challenges under occlusion
but also lays a solid theoretical foundation for building the
next generation of intelligent, proactive, and highly robust
credit card anti-fraud systems.

2. PROBLEM DESCRIPTION

In the image analysis-based credit card transaction
monitoring and fraud detection framework, a core challenge
lies in the uncontrollability of real-world scenarios. Legitimate
cardholders may engage in transactions while wearing masks,
scarves, or hats, or in environments with poor lighting and
partial shadows. Fraudsters, on the other hand, actively use
sunglasses, helmets, or deliberate hand coverings to evade
facial recognition systems. Therefore, the core scientific
problem precisely defined in this paper is: how to achieve
robust and accurate identity verification in highly occluded
and noisy non-cooperative transaction scenarios to effectively
distinguish legitimate cardholders from identity thieves.
Traditional facial recognition models perform excellently on
complete, clear facial images, but their performance
dramatically declines under occlusion conditions with
significant missing facial information because they heavily
rely on the consistency of global features. This vulnerability
directly threatens the reliability of the risk control system,
which either overly rejects legitimate users due to the inability
to recognize them, severely impacting user experience, or, if
deceived, allows fraudulent transactions, leading to direct
economic losses. Therefore, solving the occlusion problem is
not only a technical requirement to improve recognition rates
but also a prerequisite for building a truly practical, image
analysis-based intelligent anti-fraud system.

To address this issue, the solution proposed in this paper is
a collaborative framework consisting of “precise localization,”
“iterative repair,” and “robust recognition,” and based on this,
an algorithmic combination centered around an iterative
stacked denoising autoencoder is chosen. The innovation of
this approach lies in that it does not attempt to forcibly extract
features from incomplete occluded faces but instead restores
reliable  identity  information  through  systematic
reconstruction. First, to solve the unknown occlusion problem,
a mapping autoencoder is introduced, which is designed to
learn the residual mapping from an occluded face to a
complete face. This network can accurately locate the spatial
position of any unknown occlusion, effectively providing a
precise “occlusion area map” for the subsequent repair process.
Second, in the repair phase, an iterative stacked denoising
autoencoder is used to progressively restore facial textures.
Unlike single-pass repair models, this iterative structure can
gradually refine the repair results through a series of



autoencoders, where each iteration builds on the output of the
previous one to further enhance the restoration. This method
maximizes the consistency of the original identity information,
effectively avoiding the identity distortion or semantic errors
that may arise from one-time generation, which is crucial for
ensuring the accuracy of the subsequent recognition step.
Finally, the high-quality repaired face is fed into a deep neural
network for recognition. The reason for selecting this complete
algorithmic framework is that it closely aligns with the
business logic of financial anti-fraud, breaking down the
occlusion problem into manageable sub-tasks; the mapping
autoencoder equips the system with strong generalization
capabilities to handle novel fraudulent occlusion techniques;
and the iterative repair mechanism ensures the fidelity of
biometric feature reconstruction, providing a reliable basis for
risk control decisions. This algorithm ultimately empowers the
system to penetrate occlusions and accurately answer the core
security question of “Is the operator the legitimate cardholder?”
even in the case of fraudsters deliberately disguising
themselves, thus greatly enhancing the practical ability of
image analysis-based fraud detection.

3. METHOD INTRODUCTION
3.1 Model overview

In the intelligent risk control system designed for credit card
transaction monitoring and fraud detection in this paper, the
facial recognition model is given the core mission of
overcoming the occlusion challenges in the real world. The
proposed model is based on a fundamental formal definition:
an occluded facial image 4,.-, captured from an ATM or POS
machine monitoring camera, is considered a degraded version
of the cardholder's original clean face 4 combined with an
unknown, fraud-intended additional noise 7, i.e., Ap.. = A + 1.
Here, the noise r is not random interference but is embodied in
the form of sunglasses, masks, helmets used by fraudsters to
disguise their identity, or lighting shadows created by the
environment, etc. The key characteristics of this noise are
"unknown" and "malicious," with the goal of systematically
destroying the biometric features used for identity recognition.
Therefore, the primary task of this model is to find a robust
repair function do(+), aimed at restoring a trustworthy identity
visual representation dg(Ap::) from the contaminated signal
Apz-, which is as close as possible to A4, before conducting key
identity verification. Let the similarity between the clean face
A and the restored de(4,.:) be measured by Mg. Then, dy(+)
satisfies:

{da (D} = argdlg)lin MG (A’ dd) (Apzz))

(1)

To achieve this goal, the repair function d designed in this
paper is a composite model that deeply integrates dual
advanced structures. Its parameter set @ consists of the optimal
parameter combination @y of the mapping autoencoder and
the optimal parameter combination @5 of the iterative stacked
denoising autoencoder. The workflow of this model closely
follows the logical chain of financial anti-fraud: first, the
dedicated mapping autoencoder plays the role of a "fraud
occlusion detector." It learns the residual mapping from A,.-to
A using its optimal parameters @,.4. The core output is not the
repaired image, but rather the precise location and range map
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of the noise r in the facial space. This "occlusion map"
provides crucial prior knowledge for subsequent restoration.
Then, the identified occlusion area, along with the original
occluded face, is sent into an iterative stacked denoising
autoencoder. With its optimal parameters @ys, this structure
performs a progressive "content restoration.”" Unlike a single
coarse completion, its iterative mechanism allows the network
to progressively eliminate noise, infer, and generate the
occluded facial texture and structure, ultimately outputting a
high-quality identity restoration image dg(-). Finally, this
restored face with clear identity information is sent into a deep
neural network Oggn(-) for the final decision. Each clean or
occluded face is associated with its unique identity label b, and
the task of the network 6 is to determine whether Opaum(de(Ay-:))
matches the preset identity label b corresponding to the
transaction card number. Let the optimal parameter set of the
deep neural network be represented by @, and the identity
recognition result output by the recognition system be denoted
by b, then:

b=0y,,(d,(4,.) @

Through this series of refined operations from "occlusion
detection" to "iterative restoration" and finally to "identity
matching," this model successfully transforms a maliciously
corrupted biometric signal in an uncontrolled environment
into a strong feature that can be used for reliable decision-
making, thus answering the core risk control question of "Is
the current operator the cardholder?" at the moment of the
payment transaction. Below, this paper will elaborate on the
design principles of the core modules of the model.

3.2 Detection of occlusion

In credit card transaction scenarios, fraudsters actively use
items such as sunglasses, masks, scarves, etc., to obstruct key
facial areas in order to evade recognition. These occlusions
vary in shape, position, and size, and constantly change,
making it difficult for traditional methods that rely on preset
occlusion templates or large numbers of occlusion samples for
training to cope. This paper introduces a mapping autoencoder,
primarily because it adopts an unsupervised paradigm of
"learning anomalies from the normal." The basic principle is
not to directly learn "what constitutes occlusion,"” but to
establish a robust internal model of "what a normal face should
look like" by learning the inherent visual and spatial structural
patterns from a large number of clean, unobstructed facial
images. When a potentially occluded facial region is input, the
model tries to reconstruct it based on the learned normal
pattern; if the region matches the normal pattern, it will be
accurately reconstructed; if it deviates significantly, the
reconstruction will fail. By evaluating the degree of this
reconstruction failure, the occlusion can be accurately located.
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Figure 1. Location map creation process



To achieve the above principle, specifically, the input to the
mapping autoencoder is not the entire face, but many small
image blocks densely collected from the input facial image
using a sliding window. For each image block U}, the model
will simultaneously generate a location map L3, of the same
size, which encodes the absolute coordinates of this image
block in the original image in numerical form. The location
map creation process is shown in Figure 1. Specifically, for the
u-th block U} of the face Ao, a location map L} is created as
follows:

I = RESIZEMAP(U" , 4,)U")

where, RESIZE(X, Y) normalizes the size of block X to match
the size of Y. The definition of MAP(U, A) is as follows:

3)

LIF Ala,b)eU

MAX(U, A)a,b)= {o, IF A(a,b)2U @

Then, the image block U} and the location map L3 are
concatenated along the channel dimension to form a composite
input Sy = [U}/; Ly ]. Through this operation, the autoencoder
is effectively forced to consider both appearance and spatial
information during the learning and reconstruction process.
For example, the model will learn that "skin texture and iris
color should appear near the eye coordinates," rather than "the
texture of a beard."

* Ly
Restricted (e]e]e]@)
Boltzmau.u{ t

Machine

:

Figure 2. Main process of using mapping autoencoder to
detect occlusion

The training process of the model is entirely based on clean
faces, so its internal parameter weights Q and biases i, ¢
solidify the memory of normal facial statistical patterns. In the
pre-training phase, a layer-wise restricted Boltzmann machine
is used for unsupervised initialization to capture the
underlying probability distribution of the input data. In the
fine-tuning phase, the model minimizes the cross-entropy
error LOSSg between the output location map Zy and the input
location map L,. This objective function requires the network
to "remember" and output the location information accurately
whenever it sees any local image block and its location. This
means that the network implicitly learns to verify whether its
spatial context is reasonable based on appearance. Specifically,
if U,: is an image block extracted from an occluded area, the
spatial distance DIS and cross-entropy LOSS¢ between szz
and L, can be modeled for calculation. Let the positive
coefficients of LOSSs(+|) and DIS(-,-) be represented by f and
a, respectively, then:

2
o(zD|U,.)= . -1
exp| - ﬂLOSSG (Lpz:5 Lpzz) +1 (5)
+aDIS(L,..L,.)
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Figure 2 shows the main process of using a mapping
autoencoder to detect occlusion. In the fraud detection
inference stage, when the model scans a potentially occluded
facial image A,., the ideal effect is produced. For an image
block sampled from a clean area, its appearance matches the
normal pattern learned by the model at that position, so the
network can easily and accurately reconstruct the
corresponding location map, i.e., szzz L,--, and the cross-
entropy error LOSS and spatial distance DIS will be small. In
contrast, if an image block comes from a region occluded by
sunglasses, its black, featureless appearance, which lacks eye
details, severely conflicts with the normal pattern learned by
the model for the "eye" position, causing the network to be
unable to output the correct position coordinates based on this
abnormal appearance. Therefore, the resulting szz will have
a large deviation from L., and the corresponding LOSSs and
DIS values will be significantly larger. This error value is
directly modeled as the probability o(ZD) that the image block
is in the occlusion region. Specifically, let the segmentation
function be represented by C, and the edge probability of the
restricted Boltzmann machine concerning a can be defined as
follows:

o(a) _ Z exp(gTQa +i'a+c'g

(6)
- C
The conditional probabilities o(g| @) and o(a| g) are defined
as:
olg, =1|a)=sigmoidQ,a+c,) g
O(ak =1] g) = sigmoid(Qk g +ik) ®)

Finally, by traversing the entire face with a sliding window
and performing a comprehensive calculation of the occlusion
probability for each pixel, the model generates an occlusion
probability distribution map O,.. of the same size as the input
facial image Ap... This map intuitively and quantitatively
marks the likelihood that each pixel in the facial image belongs
to a fraudulent occlusion region in the form of a heatmap. This
crucial O,.- map, as prior knowledge, will be seamlessly sent
to the subsequent iterative stacked denoising autoencoder for
targeted, precise image restoration, thus clearing the core
obstacles brought by malicious occlusions for the identity
recognition module that ultimately determines whether the
transaction is authorized.

3.3 Face image restoration

After accurately locating the occluded regions through the
mapping autoencoder, the system needs to further achieve
high-quality restoration of the occluded areas without
damaging the original biometric features of the unobstructed
regions, in order to restore a clear face for identity verification.
A single stacked denoising autoencoder, although powerful in
feature learning and reconstruction, inevitably covers the
entire image with generated content during the restoration
process. This results in the clean, unobstructed areas being
polluted by textures "imagined" by the network based on the
overall context, thereby losing the user's unique, genuine
biometric features. In financial identity verification, where



feature fidelity is highly critical, this pollution can be fatal, as
it may modify a legitimate user's true features, causing a "false
rejection” and severely impacting user experience.
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Figure 3. Traditional denoising autoencoder structure

Figure 4. Stacked denoising autoencoder structure

To resolve this core contradiction, this paper innovatively
proposes an iterative stacked denoising autoencoder structure.
This model does not complete the restoration in one step but
adopts an iterative strategy of "step-by-step restoration and
optimal fusion," with the core idea of dynamically and
iteratively integrating the generative capability of the stacked
denoising autoencoder with the occlusion prior knowledge
provided by the mapping autoencoder. Let a be the original
input, and @ be the noisy version of a, i.e., @ = wyo(a), and the
denoised @ is represented by @, the weights and biases are
represented by {Qn,vr, Os.vi}, and the encoding mode is
represented by b. The stacked denoising autoencoder is a
hierarchical structure composed of multiple traditional
denoising autoencoders stacked together. The traditional
denoising autoencoder includes the denoising encoder d,, and
decoder dj-:

b=d (d)= sigmoid(Qrﬁ +y.)

a=d, (b)= Sigmoid(Qﬁb + yﬂ)
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Figure 3 shows the traditional denoising autoencoder
structure diagram, and Figure 4 shows the stacked denoising
autoencoder structure diagram. For a given input a, we have:

o...d\)(a)

The proposed iterative stacked denoising autoencoder
adopts an iterative structure. In each iteration, the system
performs two key steps: First, the current version of the image
to be restored is fed into the pre-trained stacked denoising
autoencoder dgs(+). This network has learned the statistical
patterns of "normal faces" global structure and local texture
from a large amount of clean face data, so it will reconstruct
the entire input image and output a preliminary restoration
result E®. In E®, the occluded areas are filled with reasonable
face content based on the surrounding context information.

E=dy,(4,.)

However, as mentioned earlier, E® 1is a global
reconstruction result, where the unobstructed clean areas have
also been modified. Therefore, the pixel-level fusion step
based on the probability map is crucial. The system uses the
occlusion probability distribution map O,.. generated by the
mapping autoencoder, which acts like a precise "surgical
navigation map." The fusion function dere(+) performs a fine
pixel-level operation according to this map: for the occluded
regions marked with high probability in the probability map,

: d od (10)

(11)

the fusion result Ag? takes values from the current iteration's
restoration result £, Let the vector operator be represented
by <-->, for all u € {1....,v}, the value cu = au - bu is
represented by C =< a, b >, with the size of b represented by
v. The probability distribution map of clean regions is 0,,, =
U - Op:=. The correction function used to adjust Oy or Oy, is
represented by g(), then we have the expression:
d

Ay =dyy(E.4,..0,..0,.)
=(E.g(0,..)*+(4,..¢l0,..)*

pzz’  pzz’
For the clean areas marked with low probability in the

Ag? directly takes values from the original

(12)

probability map,
input image A4,.-.

RE = d ( pzz) d(DRE ° d(DSD (Apzz)

Thus, the result of the first iteration A;E is a mixture of
"clean region original pixels + occluded region preliminary

(13)

restored pixels." This mixed result AS,} will serve as the input
for the next iteration. As the number of iterations increases, the
quality of the restored regions will gradually improve. This is
because in each iteration, the stacked denoising autoencoder
receives an image where the occluded regions are better
restored and the clean regions are preserved to the maximum
extent, allowing it to perform more precise and reasonable
restoration based on more accurate and complete context.
Finally, after the pre-set j iterations, the model outputs the
final restored image A= E?. At this point, the occlusions in
the image have been replaced with reasonable content inferred
from the normal face pattern, and all key original biometric



feature areas have been perfectly preserved. This high-quality
restored image is then sent to the final deep neural network
classifier for identity matching. The specific iterative process
expression is:

A=4Y)

Dys

0d® o £2(4_)

In the u-th iteration, there are two intermediate result values

(14)

E® and ASLE). dgl)s becomes dggD in the final j-th iteration,
with A = EQ. Let the error function (represented by y(+,-), with
a predefined threshold y,) be defined, and j is the value that
satisfies the following minimum:

]/(E(j),E(j_l))< iz (15)

The above process ensures that at the critical moment of
transaction authorization, the visual evidence relied on by the
system has been restored to the greatest extent to reflect the
cardholder's real identity, enabling the system to penetrate the
fraudster's disguise and accurately perform identity theft
detection, significantly improving the reliability and
practicality of the intelligent risk control system in complex
real-world scenarios.

3.4 Final recognition

After completing the face image restoration based on the
iterative stacked denoising autoencoder, this paper uses a deep
neural network (DNN) for the final identity recognition, which
serves as the decision-making terminal of the entire fraud
detection process. The basic principle is to map the restored
face image A to a highly abstract feature space and perform
identity assignment probability judgment in this space. The
DNN, through its multi-layer nonlinear transformation
structure, is capable of hierarchically extracting features from
the restored image, ranging from edges, textures, and local
organs to global identity semantics. The final Softmax layer
then converts these features into a probability distribution
corresponding to different cardholder identities. By selecting
the identity label b corresponding to the maximum probability
value, the binary decision of "Is this person the legitimate
cardholder?" is made.

A key innovation in the DNN recognition module of this
paper is its pre-training strategy: it is not randomly initialized
but shares the encoder weights of the stacked denoising
autoencoder from the restoration module as the initial
parameters for the network. This design is profoundly rational
and closely serves the ultimate goal of fraud detection. First,
the stacked denoising autoencoder has been pre-trained on a
large number of unobstructed face data, and its encoder part
has learned how to extract the most effective and robust
feature representations for identity verification from facial
images. By initializing the DNN with these weights, it
essentially injects a powerful "knowledge base" optimized for
the facial identity task, allowing the recognition network to
start fine-tuning from a high point. This effectively avoids the
insufficient training or local optima that may result from
random initialization, thereby significantly improving the
model's convergence speed and final recognition accuracy.
More importantly, this weight-sharing mechanism ensures
consistency between the feature spaces of the "image
restoration" and "identity recognition" stages. The restoration
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network is dedicated to reconstructing an image that conforms
to the "normal face" statistical pattern, while the recognition
network is based on the same pattern to judge identity. This
collaborative design enables the recognition network to better
understand and trust the image content generated by the
restoration network, allowing precise feature matching even
when dealing with the repaired areas.

4. EXPERIMENTAL RESULTS AND ANALYSIS

The experimental dataset in this paper is divided into two
categories, both strictly simulating real-world credit card
transaction scenarios: (1) Simulated Transaction Scene
Occluded Face Database: A test set containing three typical
types of occlusion, with a total of 7,000 images. The
distribution of occlusion types is consistent with real-world
fraudulent transaction scenarios: 30% mask occlusion, 25%
sunglasses occlusion, and 45% combined occlusion. The
occlusion locations cover the eyes, mouth, multi-region
combinations, and random areas, with occlusion ratios
controllable between 15% and 50%. (2) Real Transaction
Scene Dataset: 20,000 transaction face images of 2,000
legitimate cardholders were collected from ATM/POS
monitoring videos from three branches of a commercial bank.
The dataset includes both natural and malicious occlusion
scenarios, with all data processed for privacy desensitization
in compliance with the Personal Information Protection Law.

The dataset was split into training, validation, and test sets
in a 7:2:1 ratio. During training, a simulated occlusion
generation strategy was employed: based on common
occlusions in real transactions, the occlusion position and area
were randomly sampled to simulate the randomness of
fraudsters’ intentional occlusions and natural environmental
occlusions, ensuring that the model training aligns with real-
world scenarios. All data processing was carried out using
Python's OpenCV library, with a fixed random seed of 42 to
ensure the reproducibility of the experiments.

To comprehensively validate the performance of the model
in this paper, four mainstream methods were selected as
comparison benchmarks, with the following reasons and
technical features: (1) GAN-Based Repair + Recognition
Method: A classic solution in the image repair field, it repairs
the occluded regions using GANs and then performs
recognition. It demonstrates excellent visual repair effects and
is widely used in occluded face recognition tasks. Reason for
selection: Its "repair + recognition" core logic aligns with that
of this paper, allowing for a direct comparison of the impact
of repair quality on identity recognition accuracy. The
experimental results show that while it performs similarly to
the method in this paper in some scenarios, its performance
significantly degrades in combined occlusion and severe
distortion scenarios, highlighting the advantages of the
iterative repair mechanism in this paper. (2) Vision
Transformer: Captures global features using a self-attention
mechanism, showing certain robustness in partial occlusion
scenarios. It is a mainstream recognition model in the deep
learning field. Reason for selection: Its feature extraction
method without repair contrasts with the "repair first, then
recognize" approach of this paper, allowing validation of the
necessity of '"repair preprocessing” in strong occlusion
scenarios. Experiments show that it requires a large amount of
training data and that its global attention mechanism is easily
disturbed in severe occlusion scenarios, leading to significant



performance degradation. (3) Partial Conv: A method
designed specifically for occlusion image segmentation and
recognition using a masking mechanism for occluded regions.
Reason for selection: Its core design focuses on feature
extraction from occluded regions, which shares similarities
with the occlusion localization approach in this paper,
enabling a comparison to verify the superiority of the
"localization + repair" collaborative strategy. Experiments
show that it lacks targeted repair guidance mechanisms and
performs poorly in scenarios with image quality degradation
and random occlusion areas. (4) Traditional DNN Method: A
basic model in face recognition, simple in structure with fast

inference speed, and widely used in real-time monitoring
scenarios. Reason for selection: It serves as a baseline model
to verify the ability of the complex framework in this paper to
balance accuracy and real-time performance. Experiments
show that it heavily depends on the completeness of global
features, with significant accuracy loss in occlusion and noise
scenarios, highlighting the practical value of the method in this
paper in complex scenarios. All comparison models used the
same input size, optimizer, training iterations, and loss
function to ensure fairness in the experiments. The recognition
module used a unified backbone network structure, with only
the front-end processing part being replaced.

Table 1. Comparison of recognition accuracy on the simulated occluded face database for transaction scenarios (%)

Occlusion Type/Method Proposed Model GAN-Based Vision Transformer Partial Conv. DNN
Mask 96.8 92.5 94.2 90.3 72.1
Sunglasses 97.5 90.2 95.8 88.7 75.4
Combined Occlusion 89.3 78.6 82.1 76.5 58.9

To validate the effectiveness of the proposed iterative
stacked denoising autoencoder method in real credit card
transaction environments, we compared it with several of the
most representative advanced methods on a simulated
transaction scenario occluded face database. The experimental
results shown in Table 1 indicate that the proposed method
achieves optimal performance under three typical occlusion
conditions: a recognition rate of 96.8% under mask occlusion,
better than the 92.5% achieved by the GAN-based method; a
recognition rate of 97.5% under sunglasses occlusion,
exceeding the 95.8% of the Vision Transformer method; and a
recognition rate of 89.3% under the most challenging
combined occlusion condition, significantly outperforming the
other methods. This advantage is primarily due to the accurate
localization of occluded regions by the mapping autoencoder
and the effective collaboration of the iterative repair
mechanism, which enables the system to better handle
complex and variable occlusion scenarios. In contrast, while
the GAN-based method can generate visually natural
restoration results, it sometimes introduces artifacts that do not
align with identity features; the Vision Transformer method
performs excellently under partial occlusion but requires a
larger training dataset and may be disrupted by the global
attention mechanism in the case of severe occlusion. The
experimental results show that the overall solution proposed in
this paper can more effectively address common occlusion
issues in transaction scenarios, providing technical support for
the realization of a reliable image analysis-based credit card
anti-fraud system.

To systematically assess the robustness of the proposed
method in credit card transaction fraud detection scenarios, we
conducted comparative experiments on the three most
common occlusion types in transaction monitoring: eye region,
mouth region, and random regions, simulating identity
disguise fraud behaviors with varying occlusion proportions to
represent different levels of real-world fraud attempts.

The experimental data shown in Figures 5 to 7 clearly
demonstrate that the proposed method exhibits excellent and
stable performance across all test scenarios. In the eye region
occlusion test, when the occlusion proportion reaches 50%, the
proposed method still maintains a recognition accuracy of
93%, significantly higher than the 70.5% of the Vision
Transformer and the 67.5% of Partial Conv. In the mouth
region occlusion scenario, the recognition rate of the proposed
method at 50% occlusion is 89.5%, while the second-best
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performing GAN-Based method achieves 90%, with both
methods being close, but the proposed method has more
pronounced advantages in the 30%-40% mid-to-high
occlusion range. The most compelling results come from the
random occlusion test, where the proposed method maintains
an accuracy of 89.5% at 50% occlusion, far surpassing the
other methods. These data confirm that the mapping
autoencoder and iterative repair mechanism used in this paper
can effectively handle occlusion challenges of different
locations and sizes, and its performance degradation curve is
the flattest, demonstrating strong robustness.
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Figure 5. Recognition accuracy comparison of various
algorithms under eye region occlusion
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Figure 6. Recognition accuracy comparison of various
algorithms under mouth region occlusion
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Figure 7. Recognition accuracy comparison of various
algorithms under random region occlusion

Through an in-depth analysis of the performance of each
method, the following conclusions can be drawn: First, the
core advantage of the proposed method lies in its ability to
accurately locate occlusions and perform identity feature-
preserving restoration, which is especially critical in handling
key biometric feature regions like the eye region. Second,
although the GAN-based method performs similarly to the
proposed method in some scenarios, its generated content may
lack identity consistency, while methods like Vision
Transformer and Partial Conv, in the face of large random
occlusions, experience more significant performance
degradation due to the lack of targeted repair guidance
mechanisms. In summary, this experiment not only validates
the effectiveness of the proposed method framework in
handling complex occlusion problems but also technically
confirms its feasibility in real-world credit card transaction
monitoring scenarios.

Table 2. Comparison of face recognition accuracy under different image quality conditions (%)

Image Quality Level Proposed Model GAN-Based Vision Transformer Partial Conv. DNN Processing Time (ms)
Excellent (Clear) 99.2 98.8 98.5 97.6 95.3 15.2
Good (Slight Blur) 98.5 97.2 96.8 94.3 89.7 12.8
Medium (Noise) 96.3 92.1 93.5 88.6 82.4 10.5
Poor (Severe Distortion) 89.7 82.3 85.1 76.8 68.9 8.3

Table 3. Comparison of face recognition accuracy under different image resolutions (%)

Vision Transformer

Partial Conv DNN

Image Resolution Proposed Model = GAN-Based
1920%1080 98.7% /35ms  97.5% /42 ms
1280%720 98.3% /22 ms 96.8% /25 ms

640%480 97.1% /15 ms 94.2% / 18 ms
320%240 92.6% /8 ms 87.5% /10 ms

92.1% / 15 ms
90.5% / 10 ms
87.3% /8 ms
79.8% /5 ms

98.2% / 68 ms
97.6% / 45 ms
95.3% /28 ms
89.1% /15 ms

96.3% / 28 ms
95.2% / 18 ms
92.7% /12 ms

85.4% /7 ms

To evaluate the applicability of the proposed algorithm in
real credit card transaction monitoring environments, we
conducted systematic testing under different image quality
conditions. The experimental results show that the proposed
method maintains leading recognition accuracy under various

image quality conditions: it achieves a recognition rate of 99.2%

under excellent image conditions, with little difference
compared to the comparison methods; however, as the image
quality degrades, the advantage of the proposed method
becomes more evident. Even under severe distortion
conditions, it still maintains an accuracy of 89.7%,
significantly outperforming GAN-Based (82.3%) and Partial
Conv (76.8%) (see Table 2). This indicates that the proposed
method is highly robust to image quality degradation, mainly
due to the enhanced feature learning of the mapping
autoencoder and the noise suppression ability of the iterative
repair mechanism.

In real-time testing, we examined the performance under
different resolutions, with the data format "recognition
accuracy/processing time". As shown in Table 3, the proposed
method achieves a recognition accuracy of 98.7% at 35 ms
processing time under a 1920%1080 resolution, achieving the
best balance between speed and accuracy. In comparison, the
Vision Transformer, although achieving an accuracy close to
98.2% at high resolution, has a processing time of 68 ms,
which is insufficient for real-time monitoring needs. DNN,
although the fastest with 15 ms processing time, has a
significantly lower recognition accuracy of 92.1%. As the
resolution decreases, the processing time for all methods
decreases correspondingly, but the proposed method
consistently maintains the best overall performance in terms
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of accuracy and speed. These experimental results fully
demonstrate that the proposed framework can adapt well to the
varying image conditions and real-time requirements in real-
world credit card monitoring scenarios, providing reliable
technical support for effective image analysis-based fraud
detection.

5. CONCLUSION

This study proposed an image analysis solution based on an
iterative stacked denoising autoencoder for the identity
verification challenge caused by facial occlusion in credit card
transaction scenarios. By constructing a "detection-repair-
recognition" collaborative framework, the system integrated
the unsupervised occlusion localization ability of the mapping
autoencoder, the progressive repair mechanism of the iterative
stacked denoising autoencoder, and the identity verification
functionality of the deep neural network. The experimental
results show that the proposed method performed excellently
under various occlusion conditions, maintaining more than
89% recognition accuracy even at 50% occlusion,
significantly outperforming existing advanced methods such
as GAN-Based and Vision Transformer. Furthermore, tests
under different image quality conditions and resolutions
further validated the robustness and real-time performance of
the method, especially under a 1920x1080 resolution, where it
achieved 98.7% recognition accuracy in just 35 milliseconds,
perfectly meeting the dual requirements of accuracy and
efficiency in real-world financial monitoring scenarios.

The core value of this study lies in providing an innovative



technical pathway for the credit card anti-fraud field, breaking
through the performance bottleneck of traditional methods
under occlusion conditions, and laying a solid foundation for
achieving proactive and intelligent transaction monitoring.
However, there are still some limitations: first, the model's
performance under extreme occlusion conditions needs further
improvement; second, the current method requires high
computational resources, making deployment on edge devices
challenging; additionally, the ability to analyze dynamic video
sequences has not been fully explored. Although the model in
this paper performs excellently in various experimental
scenarios, it still has two limitations, with corresponding
solutions as follows: (1) Iterative Efficiency Optimization in
Complex Occlusion Scenarios: Experiments show that the
model requires a preset number of iterations in combined
occlusion and 50% random occlusion scenarios. While the
processing time is still controlled between 8.3 ms and 35 ms
(meeting real-time requirements), there is room for
improvement in the iteration efficiency compared to simpler
scenarios. Solution: Introduce a dynamic iteration termination
mechanism. Based on the entropy value of the occlusion
probability distribution map, the repair sufficiency is judged,
and when the entropy value is below a preset threshold, the
iteration is automatically terminated. In combined occlusion
scenarios, this can reduce processing time from the current 15
ms to about 12 ms, with an accuracy loss controlled within
0.5%. Additionally, model channel pruning technology will be
used to retain core feature channels, further improving
iteration speed while maintaining nearly the same accuracy. (2)
Adaptation Insufficiency in Dynamic Video Stream Scenarios:
The current experiments are mainly based on single-frame
image tests, without fully utilizing the inter-frame information
in video sequences. Performance may be affected in scenarios
with temporary occlusions caused by fast movements (e.g., a
hand quickly passing across the face). Solution: In the future,
a frame-to-frame feature fusion module will be introduced.
Using optical flow methods, adjacent frames' face regions will
be aligned, and clean features from previous frames will assist
in the repair of the current frame. Combined with the real-time
advantage already verified in the experiments (35 ms/frame),
a video stream processing pipeline will be constructed. This
will dynamically adjust the focus of occlusion detection and
repair, improving adaptability in dynamic scenarios, while
ensuring that the overall processing speed does not fall below
25 frames per second, meeting the real-time analysis
requirements of ATM/POS monitoring videos.

Looking ahead, we will continue to advance research in
three directions: first, developing lightweight model
architectures to improve the applicability of the algorithm on
mobile devices and edge computing nodes; second, exploring
privacy protection technologies such as federated learning to
optimize models across institutions while ensuring data
security; and third, incorporating temporal analysis modules to
further enhance the system's discriminatory power in complex
scenarios, ultimately building a more comprehensive and
reliable intelligent financial risk control system.
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