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The research aims to develop a deep learning system for detecting fake news on social
media using Afan Oromo news text. The study reviews related research, introduces
phony news detection, and develops a methodology. The research explores linguistic
challenges in the Afan Oromo language, focusing on identifying and categorizing
misleading news content. It evaluates deep learning models and provides insights for
stakeholders. The study empowers local communities to combat misinformation,
considering cultural context and ethical considerations. It also addresses biases and
biases that may affect accurate information dissemination. The pre-trained model is
evaluated using metrics, and a system prototype is created. This research used a
meticulously trained dataset to identify fake news in the Afan Oromo language.
Convolutional neural networks (CNNs) were used to accurately categorize the data,
with a feature set technique. The study found that convolutional networks achieved an
impressive accuracy rate of 93%, surpassing traditional neural networks' 92% accuracy.
The proposed strategies achieved a 91% accuracy rate. The research suggests using
deep learning to identify fake news on social media, highlighting the impact of false
information on society. The approach involves scraping Afan Oromo posts, cleaning

and filtering data, and consolidating and annotating the data.

1. INTRODUCTION

Deep-learning algorithms are being used to detect bogus
news in the Afaan Oromo language on social media sites, a
difficult task owing to the fast spread of misinformation. These
strategies improve detection accuracy and efficiency, as social
media is a key source of fake news [1].

A fundamental challenge is the absence of annotated data
for training deep learning models to detect and categorize fake
news in Afaan Oromo. The lack of data, along with the
language's complicated features, makes it difficult to create
exact and reliable models. The paucity of research and
development efforts on deep learning-based algorithms for
false news detection on social media networks exacerbates
these issues, leading to possible biases and limits in current
datasets [2]. The creation of deep learning models for
identifying and categorizing fake news in the Afaan Oromo
language on social media networks is difficult due to a lack of
established benchmarks and assessment measures, as well as
issues concerning interpretability and explainability. These
issues raise ethical concerns, particularly regarding freedom of
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speech and censorship. The sheer volume of data and
computational resources makes it difficult to implement these
models effectively. To overcome these challenges, research
efforts, computational resources, and transparent models are
needed. The research aims to improve detection accuracy,
provide real-time monitoring tools, and promote media
literacy among Afaan Oromo speakers. A real-time
monitoring system will flag potential fake news stories,
allowing for timely interventions.

Selecting and scraping social media sources involves
several steps to ensure relevant and useful data. These steps
include selecting relevant platforms, defining data
requirements, using Application Programming Interfaces
(API), web scraping, data cleaning and storage, and analyzing
and visualizing the collected data. Identifying the target
audience, data availability, and data requirements are crucial
steps in this process. APIs allow developers to access data
programmatically, but authentication and endpoints are
essential. If APIs are not available, web scraping tools or
libraries can be used to extract data from web pages. Data
cleaning and storage are also essential steps, with cleaned data
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stored in suitable formats for further analysis.

The study looks at the application of deep learning models
to detect bogus news in the Afan Oromo language and on
social media. However, it has limitations, such as a narrow
emphasis on a single dataset, the possibility of bias, and the
lack of a full comparison of deep learning and other
approaches. The study also ignores additional criteria, such as
recall, F1 score, and interpretability, which might give a more
detailed assessment of deep learning models' performance.
Ethical considerations such as privacy concerns and potential
biases in algorithmic decision-making are also overlooked.
The study contributes to global efforts in combating
misinformation.

The research endeavor meticulously underscores the
multifaceted linguistic challenges that exist while
simultaneously  advocating for deeper intercultural
comprehension, all the while engaging in a thorough
investigation of the mechanisms involved in the identification
and categorization of misleading or fraudulent news content,
specifically within the framework of the Afan Oromo
language. This thorough analysis not only examines the state-
of-the-art deep learning models currently in use in the field,
but it also offers a wealth of information about the complex
linguistic issues at hand, as well as practical and perceptive
recommendations meant for different stakeholders who are
actively involved in this field. Moreover, this scholarly work
serves to empower local communities in their efforts to combat
the proliferation of misinformation, taking into consideration
the unique cultural context in which they operate, while
simultaneously addressing pertinent ethical considerations and
striving to alleviate inherent biases that may adversely affect
the dissemination of accurate information.

2. LITERATURE REVIEW

The paper [3] presents a detailed system architecture for
fake news detection, outlining its structure and behavior. It
discusses performance evaluation metrics like precision,
recall, F-measure, and accuracy. The paper reviews existing
literature on fake news detection, highlighting gaps and
providing context for future research. The findings and data
analysis provide insights into the system's performance and
practical implications. The author expresses gratitude to
individuals and institutions for their contributions,
emphasizing the collaborative nature of academic work.
However, significant issues include the lack of fact-checker
websites for Afaan Oromo news on social media, a focus on
textual news articles, and limited resources.

The paper [4] explores methods for fake news detection in
social media and the Afaan Oromo language. Key methods
include Linguistic Features-Based Models and Predictive
Modeling, which analyze the language used in news articles to
identify fake or credible news. However, these methods may
not be as effective as more advanced models. The paper details
the architecture of a model designed for automatic fake news
detection in Afaan Oromo, including techniques, algorithms,
and data preparation processes for experimental validation.
The aim is to enhance fake news detection in social media,
especially for Afaan Oromo speakers. However, the study has
limitations, including its focus on the Afaan Oromo language
and specific news sources, which may limit its applicability to
other languages or broader contexts. Data constraints, such as
limited or biased datasets, could also hinder the effectiveness

3279

of machine-learning models in real-world scenarios. The
difficulty humans face in distinguishing between real and fake
news on social media presents a challenge for automated
detection systems.

This research [5] proposes a hybrid strategy for improving
automated prediction accuracy by combining social context-
based and content-based methodologies. The study
methodology involves data preparation, feature extraction
techniques, and model designs. The method reduces
duplication and dimensionality using text mining algorithms,
whereas social context-based approaches detect bogus news
using social interaction data. For a less biased estimate, the
models are assessed using k-fold cross-validation. Dataset
difficulties, a lack of data, computing resources,
morphological richness, and problems with hyperparameter
tuning are some of the study's drawbacks. Optimizing model
performance may be impacted by the enormous datasets, small
number of journalists, and low-end GPU resources. The
grammatical richness of the Amharic language may also make
it difficult for deep learning systems to effectively recognize
bogus news articles.

The paper [6] examines fake news detection models'
generalization ability, highlighting that they often fail across
different datasets. The authors propose a new framework using
the Hierarchical Discourse-level Structure of Fake News
(HDSF) and introduce a hybrid deep learning model that
combines convolutional and recurrent neural networks
(RNNS5). The research emphasizes the importance of model
complexity and training for better generalization across
datasets and tasks. However, challenges such as overfitting,
dataset size limitations, and lack of interpretability in the
hybrid CNN-RNNs model are discussed. Further experiments
are suggested to explore bio-inspired optimization techniques
for hyperparameter tuning.

The paper [2] uses deep learning models, specifically a Bi-
directional Long Short-Term Memory (Bi-LSTM) network, to
improve fake news detection in the Afaan Oromo language.
The models are trained on a dataset from social media
platforms, focusing on the language's unique characteristics.
The performance is measured using the F1 score, with the
model achieving a 90% score. The implementation is carried
out using Python Spyder IDE for practical application.
However, the study on fake news detection in the Afaan
Oromo language faced limitations due to a lack of a standard
text corpus, significant training challenges, and the vanishing
gradient problem. RNNs require significant training data and
time, which could hinder efficiency. The study also did not
incorporate features like article source or author and user
responses, which could improve performance. These
limitations underscore the need for further research and
development in fake news detection.

Using data from many sources and preprocessing
techniques, the research [7] proposes a method for identifying
bogus news in the Afaan Oromo language on social media. To
determine the significance of words in news stories, feature
extraction techniques are employed. To increase accuracy, a
hybrid model that combines LSTM networks and
convolutional neural networks (CNNs) is employed. Although
the model's accuracy was 67.1%, it had a 32.9% error rate,
possible bias, and reliability problems. The intricacy of the
model may restrict its ability to comprehend the subtleties of
the Afaan Oromo language, indicating areas in need of
development and further study in the identification of false
information.



To find hate speech material, the study [8] used a sizable
dataset of Afaan Oromo social media posts and comments.
Deep learning models such as CNN, LSTM, Bi-LSTM, GRU,
and CNN-LSTM combinations were employed. With the
highest weighted average F1-score of 87%, the CNN and Bi-
LSTM model demonstrated its efficacy in identifying hate
speech. The model's drawbacks, however, are its small sample
size, possible misclassification problems, cultural bias, and
absence of a uniform corpus. To further reflect the intricacy of
hate speech detection, the authors recommend investigating
classifier ensembles and meta-learning techniques. Results
from a bigger dataset could be more reliable.

The paper [9] presents a deep learning model for detecting
disinformation and fake news on Twitter, utilizing a Distil
BERT transformer, frequent item sets, association rules, graph
theory, and parameter-efficient fine-tuning. The model
analyzes tweet texts, user behavior patterns, and sentiments
associated with named entities, which can be used in
supervised machine-learning models. However, the model's
limitations include unsubstantiated claims, contradictions,
emotional manipulation, personal attacks, and a limited scope
of analysis, raising concerns about its reliability, credibility,
and generalizability.

The paper [10] presents a method for identifying fake news
on social media platforms using a fake news dataset created by
fact-checking sites, specifically those specific to India. The
model, Debunking Multi-Lingual Social Media Posts using
Deep Learning (DSMPD), classifies news items into five
categories: real, could be real, fabricated, or unknown. The
researchers compare different machine learning and deep
learning algorithms to improve the accuracy of identifying
fake news. However, the BERT model, which does not update
in real-time, may not perform well on political content. Data
tagging accuracy is crucial for the model's effectiveness, and
the LSTM model's performance is based on a small dataset.

The paper presents a deepfake detection system using three
deep learning models: Inception ResNetV2, EfficientNet, and
VGG16. These models achieve 97% accuracy in detecting
deepfakes. GANs generate fakes, while CNNs and RNNs
extract features from videos, images, and audio. However, the
study highlights the constraints of these models, such as
resource-intensiveness, generalization concerns, data quality
dependencies, and spatiotemporal analysis constraints. The
authors also warn of potential adversarial assaults, where bad
actors create fakes to avoid detection [11].

A study [12] on detecting fake news on social media in
Turkish and English has achieved high accuracy rates using
deep learning systems using CNN and RNN-LSTM models.
The Turkish systems outperformed previous studies, with
accuracy rates ranging from 87.14% to 92.48%. However, the
study acknowledges the need for larger datasets and testing to
ensure generalizability and robustness. The study also notes
that Turkish is an agglutinative language, presenting unique
text classification challenges. Future research should focus on
improving fake news detection on social media platforms.

The study [13] used a dataset of 44,898 real and fake
articles, tokenized and converted into numerical data using a
count vectorizer. The researchers tested classification models
like Logistic Regression, Support Vector Machine (SVM), and
Linear Support Vector Classifier (SVC) to classify articles as
real or fake. Data preprocessing techniques were applied to
improve model accuracy. The Linear SVC model achieved the
highest accuracy of 99.97%, while the Logistic Regression
model achieved 98.4%. The study also noted that punctuation
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marks were more common in real news articles, so they were
removed from the dataset to enhance the model's applicability
beyond the training data.

The paper [14] presents four deep learning models for hoax
detection on social media: Bi-LSTM, RNN, hybrid RNN-Bi-
LSTM, and hybrid Bi-LSTM-RNN. These models compare
different approaches to detecting hoaxes on social media. The
Bi-LSTM model achieved the highest accuracy of 96.60%,
indicating its effectiveness. The research emphasizes the
importance of dropout in improving model accuracy and using
a similarity corpus to transform zero-value words into
meaningful TF-IDF values. However, the paper has
limitations, such as the dataset from GitHub and Indonesian
news websites, the complexity of the models, and the reliance
on TF-IDF and GloVe for feature extraction. Future research
should explore other methods, such as Restricted Boltzmann
Machines (RBMs) and hyperparameter adjustments, and
address other metrics like F1-Score or AUC-ROC for a more
comprehensive evaluation of model performance.

A thorough approach for identifying phony Facebook
profiles in Afan Oromo is presented in the research. Data
gathering, feature extraction, labeling, preprocessing, model
selection, feature engineering, training, assessment,
optimization, and deployment are all part of it. The objective
is to use the Afan Oromo language to efficiently identify
phony profiles on social networking sites. The approach is
constrained, nevertheless, by issues with generalizability,
cross-validation, feature restrictions, and dataset imbalance.
The 10-fold cross-validation approach might not be entirely
successful in identifying phony accounts because the original
dataset was highly skewed. The results might not translate well
to other languages or social networking sites [15].

Using preprocessing, deep learning, word embedding, and
single-layer and three-layer LSTM architectures for training,
the study [16] investigates multi-label news text categorization
approaches in Afaan Oromo. The model's shortcomings
include its modest dataset size, concentration on main classes,
and absence of a standard corpus, despite its excellent
accuracy levels. It's possible that the model won't work well
for increasingly complicated classification problems.
Furthermore, the model's performance is affected by the
computing resources that are available; models with a high
number of neurons and epochs are advised to have a high
processing power.

The study [17] examines various techniques for identifying
false information, such as deep learning models like CNNss,
RNNs, LSTM, and Bidirectional LSTM, as well as machine
learning algorithms like Random Forest, Decision Tree, and
Multinomial Naive Bayes. 99% accuracy is attained via a
hybrid model known as the Fake News Detections (FND)
model. Data pre-processing is done using the ISOT dataset,
which has over 12,600 items of both false and true news. The
processing power needs, dataset number and quality, and the
possibility of performance degradation due to lengthy input
sequences are some of the drawbacks of classical models.

The study [1] focuses on detecting fake news using text
features and user feedback, highlighting the role of social
media and online news in spreading misinformation. It
examines how recurring and non-recurring events affect news
classification. Different models like LSTM, BERT, and CNN-
BiLSTM were tested, with BERT showing the best results; it
was found that 70% of true news is recurring while 30% is
non-recurring. The paper discusses the challenges faced by
existing fake news detection solutions, including low precision



and high computational complexity. It also highlights the
neglect of temporal aspects, which are crucial for
understanding the context and relevance of news articles. The
proposed framework relies on user feedback to determine
news authenticity, but this may introduce biases or
inaccuracies. The study suggests that models trained on
imbalanced datasets perform better but may not generalize
well to real-world scenarios. Additionally, the paper may not
fully explore all temporal features that could enhance fake
news detection.

The study [18] detects and categorizes bogus news in the
Afan Oromo language using machine learning methods such
as SVM, KNN, and CNNs. Facebook provided the data, and

data collecting, cleansing, and segmentation are all part of the
system design. The classifiers' efficacy is evaluated by
measures such as F1 score, recall, accuracy, and precision. In
identifying bogus news, the study demonstrates the higher
accuracy rates of SVM and naive Bayesian classifiers.
Nonetheless, the study highlights places for more study and
advancement in false news identification while addressing the
difficulties of gathering a sizable dataset, language subtleties,
and feature engineering. Table 1 presents a summary of the
introduction, strategy or method employed, results, and
limitations. in addition to the many perspectives and
contributions [19-25].

Table 1. The presented showcases the various perspectives, contributions, methods employed, and constraints

References Perceptions Contributions Approach/Technique Used Limitations
In order to detect fake news in
the Afgn Or9m0 language, .the Information extraction (IE) from
study investigates the creation . . .
. . news articles published in Afan
and use of an information . . . .
. . Oromo is the main topic of this
extraction model. By removing
. . ) essay. 3169 tokens make up the
important details, the goal is to o
. short dataset used for training
make Afan Oromo news items - . .
. and testing. Evaluation metrics
easier to read and understand. .
. like as recall, accuracy, and F-
However, a critical component of , . Do
. - AOTIE's F-measure is measure are used to objectively
news consumption and o) . . . :
N . 80%, its accuracy is Learning and extraction, evaluate the model's
distribution in the digital age, o . . .
identifying false news in Afan 79.5%, and its recall is postprocessing, and performance; however,
Abera and & 80.5%. document preprocessing contextual relevance and

Oromo is not discussed in the

Tegegne [19] - The grammatical
structure of Afan
Oromo is crucial to

AOTIE's functionality.

Agazetteer invention and
Afan Oromo grammatical
structure research.

semantic comprehension are not
taken into account. The two
experimental scenarios most
likely do not cover all possible
factors influencing the model's
performance. The study does
not address the scalability and
generalizability of the proposed
model to larger datasets or
additional Afan Oromo
linguistic regions.

research. In order to better
understand and develop
successful strategies to
counteract misinformation and
disinformation and promote an
educated and empowered
community, the article
recommends that future research
investigate techniques for
identifying and countering false
news in the Afan Oromo
language.

Using information from
social media accounts and
reliable sources, researchers
produced an Amharic false dataset, the machine learning

news dataset. Based on classifiers' specific features, the

accuracy and Fl-score, they potential biases or limitations of

assessed six machine using verified news sources and
learning classifiers, including social media pages, the

The size and representativeness
of the Amharic fake news

Establishing a thorough data
collection and categorization
system to detect fake news in

Creation of classifiers
using machine learning

Tazeze and . . . Nave Bayes and Passive difficulties in detecting fake
Ambharic is the focus of the work to identify bogus news. . . : . .
Raghavendra L . Aggressive Classifier. With  news in Ambharic, and the effect
that is being presented. However, Establishment of a o .
[20] . e s . . an accuracy of over 96% and  of the selected classifiers on
identifying fake news in the Afan dataset on false news in o .
. . an F1-score of over 99%, computational resources and
Oromo language is not covered Ambaric. . o .
. Nave Bayes and Passive scalability for real-time fake
in the report. . . . .
Aggressive Classifier news detection are all missing
outperformed the others. The  from the paper. The reliability
project's goal is to use of the model and the results'
machine learning techniques generalizability may be
to automatically identify fake =~ impacted by several factors.
news in Amharic.
The study is devoid of any The establishment of
discussion or information on the SOSYalan, the first Manually identifying fake news
subject, raising concerns about its real-world public is subjective and difficult. - An
Giiler and scope and emphasis. The report  dataset of Turkish false automated approach needs

Giindiiz [12]  fails to address the rising concern RNNs-LSTM-CNNs
about disinformation and fake
news on social media platforms,

and it makes no mention of the

and legitimate news
tweets. - The creation
of deep learning-based
methods for identifying

knowledge of complicated NLP
and may struggle to produce
correct results.
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significance of deep learning
techniques in addressing this
issue. The absence of
investigation into the Afaan
Oromo language in the
identification of fake news on
social media is a key deficiency
that requires additional attention.

bogus news in English

and Turkish.

Al-Tai et al.
[21]

The important issue of "Fake
News Detection on Social Media
by Utilizing Deep Learning for
the Afan Oromo Language" is
regrettably neither discussed or
mentioned in the supplied paper.

Use deep learning

techniques to identify

false information.

Examining attention
strategies and word
embedding models.

The use of deep learning
techniques (CNNs, RNNs,

Text-to-vector conversion
word embedding models.

and multimodal approaches).

Manually detecting fake news is
subjective and difficult.

An automated approach needs
knowledge of complicated NLP
and may struggle to produce
reliable results.

Gereme et al.

The study works to tackle
misleading information in low-
resource languages by
establishing a cutting-edge
algorithm for detecting fake news
in Ambharic. The model is
predicted to be useful in
detecting false information in
Ambharic text. The researchers
also developed tools to aid in the
detection of fake news in
Ambharic, such as a large

- Model for detecting
fake news in Amharic

GPAC stands for

Deep learning techniques.

The research emphasizes the
difficulties in detecting fake
news due to insufficient datasets
and word embeddings,
especially in low-resource
African languages like Amharic.
It also lacks a full description of
the Amharic fake news

[22] Ambharic corpus for training and Embeddings of words. detection model's weaknesses,
. . General-Purpose L
testing algorithms and word Ambharic Corbus such as potential biases or areas
embeddings that record semantic Tpus- of struggle. The assessment is
links between words. These confined to the ETH_FAKE
contributions not only illustrate dataset and the AMFTWE word
the difficulties in combatting embedding, with no additional
false news in low-resource datasets or embeddings being
languages but also provide actual considered.
answers and tools to overcome
these difficulties. The study,
however, makes no mention of
the Afan Oromo language.
Fake News Detection on Social ~Deep learning methods
Media by Using Deep Learnn_lg for 1dent1fy1ng. false Deep learning techniques
for Afaan Oromo Language is news comparison, . . . .
. . . comparison. The information provided has
Singh [23] not mentioned. The goal of the  analysis of results, and . .
. . . . . In a vector space, new no specified constraints.
project is to identify fake news investigation of the
) . . occurrences are represented.
by analyzing news items and reasons behind the
social network user activity. results.
Unfortunately, Fake News Evaluating a model's
Detegtl_op on Social Med1a by ability to identify fake TD-IDF vectorizer - Glove Both fake and real news might
Ahmed et al. Utilizing Deep Learning news. . come from the same sources.
. . . embeddings - BERT
[24] Specifically for the Afaan Oromo  Comparing different . The language used may be
embeddings. - .
Language or offer any extractors for text misleading.
information on it. features.
Looking into different
In the provided paper, Fake methods and
News Detection on Social Media manifestations of . .
. . Lo . . . It is possible to calculate the
by Using Deep Learning for dissatisfaction in the Machine learning for the P
; o . . . . classifier's performance.
Rawat et al. Afaan Oromo Language is not administration of identification of false news Precision. recall. and f1 scores
[25] mentioned. The study uses deep online news. An using natural language ’ ’

neural networks to evaluate and
detect fake news across a variety
of modalities.

explanation of the traits

recognition techniques.

of fake news and the
need for a system to
assess its likelihood.

are used to measure prediction
accuracy.

3. METHODOLOGY
3.1 Data collections
Fake news identification is a burgeoning area of computer

science, yet there are few datasets available for classifier
training in Afaan Oromo. The primary problem is developing
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a big, consistent dataset for training and testing algorithms.
The study employed social media as data sources, with data
extracted using Octo Parse, an automated web scraping
program. Ethiopia's national language, Afaan Oromo, is a low-
resource language for Natural Language Processing (NLP)
study due to restricted computer resources. To solve this issue,
a new dataset for false news identification is required, which



will include extracting Afan Oromo postings from social
media, cleaning and filtering each datum, then consolidating
and annotating the data into a single dataset [2].

Figure 1 presents a conceptual framework for an innovative

system architecture designed to detect and counteract the
spread of fake news, especially within the Afan Oromo
language and cultural context [26].

ﬂature Extraction

\

ﬁn-pmccssing \
I—¢ Removing irrelevant > Linguistic
character, symbol. Feature i
3 | Fusion
I Normalization | *  feature
¥ > Social
I Tokenization I Feature
'
, Stop word removal l \
v
| Stemming ]
I Handling categorical data }
\ / v
Train/ li
ﬂ‘ Py | r tlmsp t I\
v
Test set Train set
I v
Machine learning
Feature : 4
(o] [
+

I Evaluation f—[ Detection

Y

/

Figure 1. Conceptual framework of an innovative system architecture for detecting and countering fake news in the Afan Oromo
language and cultural context

3.2 Data preprocessing

Data preprocessing and annotation are essential steps in
categorizing news articles as genuine or fraudulent. These
processes involve systematic data collection, thorough
cleaning, normalization of text, filtering of irrelevant
information, and establishing labeling criteria. Data collection
involves gathering unprocessed information from various
sources, while data cleaning removes duplicate entries,
handles missing values, and transforms text into a uniform
lowercase format. Data annotation requires explicit criteria to
differentiate between real and fake news articles, involving
fact-checking, source evaluation, and content analysis.
Methodologies for annotation can be manual or automated,
with advanced techniques like NLP helping identify patterns
associated with fake news propagation. Quality control
measures ensure the reliability and accuracy of annotations.

Fake news detection using Octoparse is a complex task that
involves analyzing text for credibility, sources, and
misinformation signals. To implement fake news detection
using Octoparse, define objectives, set up the tool, create a
new task, and export data. Analyze the data for fake news
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detection, including text preprocessing, feature extraction, and
machine learning models. Figure 2 shows that Octaparse
implementations for data management and analytics, enable
efficient and structured data extraction from various online
sources. Regularly schedule scraping and real-time analysis,
consider ethical scraping, use APIs for structured data access,
and stay updated with misinformation tactics.

3.3 Model

A deep learning model for identifying genuine or fake news
articles requires careful consideration of its architecture,
training process, hyperparameter selection, and data-splitting
strategies. Common deep learning architectures include
CNNs, RNNSs, and Transformers, particularly BERT models.
The training process involves dataset preparation,
tokenization, loss function selection, and model optimization.
Hyperparameter tuning, dataset splitting, and stratified
techniques are crucial. Implementation workflows involve
data loading, preprocessing, tokenization, encoding, and
rigorous validation. By selecting the right architecture,
managing the training process, fine-tuning hyperparameters,



and executing data splitting protocols, a highly effective model

fake news, a type of misleading or deceptive content designed
can be constructed for news classification. Figure 3 presents a

to improve the accuracy and efficiency of media platform

comprehensive framework for identifying and categorizing detection.
E: d For O
xecuted For Oly
1
Pagination
Loop ltem

1 | Extract data Executed For Multiple
3 Times

Executed For Multiple
Times

Complete
Extraction

Figure 2. Octaparse implementations for data management and analytics, enabling efficient and structured data extraction from
various online sources [2]
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Oduun kun

Fake News Detection Model
dhugaadhaamoo?

- J

Social media posts

Figure 3. A comprehensive framework for identifying and categorizing fake news, a type of misleading or deceptive content
designed to improve the accuracy and efficiency of media platform detection
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CNNs, originally designed for computer vision, have
demonstrated exceptional performance in text classification
and other NLP tasks, even with simple one-layer models.
Researchers have explored the inner workings of CNNs,
particularly in text classification, to understand their suitability
for certain tasks. The study [27] found that filters with
different activation patterns and global max-pooling can
capture different semantics of grams.

3.4 Feature selections

The study explores advanced feature extraction methods
using text mining techniques to reduce redundant detection
problems, features, and dimensionality in datasets. Word
embeddings are crucial for encapsulating textual data but
require significant computational resources, especially in low-
resourced languages like Afan Oromo. To address these
challenges, the study uses fastText, a library developed by
Facebook's Al Research lab, which accommodates
unsupervised and supervised learning algorithms for word
embeddings. fastText's neural network architecture facilitates
embedding generation and serves as a robust classification
model. The study also integrates other deep learning
algorithms to create a comprehensive analytical framework.
The integration of these methods aims to improve text mining
performance and contribute to knowledge on feature
extraction in low-resourced languages. Figure 4 elaborates the
deep learning models and feature extractions process.

4. EVALUATIONS

The study thoroughly compares a variety of sophisticated
deep learning models, including well-known architectures
such as RNNs and CNNs, in order to gain a comprehensive
understanding of the nuances and implications embedded
within their confusion matrix. This highlights the performance
measures and forecasting capabilities included in each model.
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A confusion matrix illustrates the performance of a machine
learning model on test data by presenting the number of
accurate and incorrect occurrences depending on the
algorithm's predictions. It is often used to evaluate the
performance of classification models, which are designed to
predict a category label for each input occurrence. The matrix
shows the number of instances created by the model on the test
data, labeled True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN). A confusion matrix is
critical for evaluating a classification model's performance,
especially when there is an unequal class distribution in a
dataset, because it goes beyond conventional accuracy
measurements. Figure 5 classifications generated by the
predictive model, which are commonly known as the predicted
labels, thereby providing a comparative analysis, and Figure 6
Confusion Matrix model 1 versus model 2 shows respectively.
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Figure 5. Classifications generated by the predictive model,
which are commonly known as the predicted labels, thereby
providing a comparative analysis
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Figure 6. Confusion Matrix model 1 versus model 2

5. RESULTS

The study aims to create a deep learning system for
detecting fake news on social media using Afan Oromo news
text. The system uses CNNs to accurately categorize data, with
a 0.93% accuracy rate. The Bi-LSTM model serves as a
foundational prototype, with the CNN emerging as the most
effective model. Future research could focus on knowledge-
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based strategies to enhance user trust and overcome challenges
in detecting fake news. The confusion matrix represents four
possible outcomes, and measures like accurate predictions are
used to assess the model's performance. The study aims to
identify false news and improve the accuracy of machine
learning models in detecting fake news. Figures 7 and 8 show
model accuracy and model loss, respectively.



5.1 CNNs

The detection of false news using CNNs is a potential deep
learning application in NLP. CNNs are commonly employed
for image data, but they can also be useful for text
categorization problems. To develop a CNN for false news
detection, a labeled dataset of news items and their
accompanying labels is required. Data must be preprocessed,
which includes tokenization, padding, and label encoding. The
CNN model will include embedding layers, convolutional

model accuracy

0.95

0.90

0.85

accuracy

. . 0.80
layers, pooling layers, and dense layers. This step-by-step
explanation explains how to use a CNN to detect false news.
0.75
5.2 Comparing the results with the existing methods 000 025 050 075 100 125 150 175 200
epoch
The study compares the efficacy of neural networks versus
CNNss for data processing and deep learning. It compares the Figure 7. Model accuracy
results of modern procedures against older techniques,
offering a thorough grasp of their efficacy. The research model loss
compares the parameters and time needed by the current 05 1/—— yain
approach to the suggested hybrid technique, providing test
operational efficiency and performance measures. The study 044
also investigates the accuracy rates of the neural network and
convolutional
The success of the hybrid approach is heavily dependent on 4 031
neural networks. The comparison is an invaluable resource for -
academics and practitioners, exposing each technique's 02 1 'S
strengths and flaws and highlighting possible areas for
development. The findings might have a substantial impact on 014
decision-making processes in the implementation of these
technolog1e§ across several 'ﬁelds. The findings increase 200 025 050 OJ5 100 135 150 175 200
knowledge in this field by laying a strong platform for further epoch
investigation and refinement of computational methodologies.
Figu.re 9 presents a detailed comparison of the results with Figure 8. Model loss
previous.
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Figure 9. Comparing the results with the existing methods
6. CONCLUSIONS empowering local communities to combat misinformation

The objective of this research is to create a deep learning
system for detecting false news on social media by employing
Afan Oromo news texts. It investigates linguistic issues in the
Afan Oromo language and concentrates on recognizing and
classifying false news items. The study evaluates deep
learning models and provides insights for stakeholders,
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while considering cultural context and ethical considerations.

The pre-trained model is tested using metrics, and a system
prototype is developed. CNNs were utilized to categorize the
data, with an amazing 93% accuracy rate. The proposed
strategies achieved a 91% accuracy rate. The primary
objective is to create an advanced automated system capable
of proficiently identifying instances of fake news disseminated



across various social media platforms, specifically focusing on
content published in the Afan Oromo language through
sophisticated ensemble approaches.

The Bi-LSTM model has been conceptualized as a
foundational prototype that will serve as a critical reference
point for subsequent research initiatives. The findings indicate
that the CNN emerged as the most effective and highest-
performing model, while the attention mechanism exhibited a
performance level that was notably inferior compared to its
corresponding baseline model.

Future research could focus on knowledge-based strategies
to enhance user trust in the system and overcome the
multifaceted challenges associated with detecting fake news
that is predominantly reliant on supervised models of textual
content.
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