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Palmprint recognition remains a central focus in biometric research due to the uniqueness 

and richness of palmprint features. A significant challenge is developing effective feature 

extraction methods that consistently identify distinctive patterns for accurate recognition. 

This paper introduces a new technique called Modified Local Line Binary Patterns 

(MLLBP), which enhances traditional Local Binary Patterns (LBP). LBP is used to analyze 

multiple pixel lines in important directions. The MLLBP method was tested with a contact-

free “3D/2D” hand image dataset from the Hong Kong Polytechnic University (PolyU), 

achieving an impressive equal error rate (EER) of 0.4%. This performance surpasses several 

existing methods, including [insert comparator methods here, e.g., traditional LBP, LPQ, or 

CNN-based approaches]. The results show that the MLLBP method is highly effective for 

palmprint recognition, offering superior accuracy and robustness. 
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1. INTRODUCTION

Today, fingerprint-based biometric systems are widely used 

in various applications for personal verification because 

fingerprints are easily visible to others and the condition of the 

finger’s surface. Everyone can observe different biometrics. 

Examples of these biometrics include iris [1, 2], face [3, 4], 

voice [5-7], ear [8], and hand dorsal [9]. Most of the current 

available systems for fingerprint-based biometrics have 

similarities in the content-based feature extraction method [10, 

11]. However, fingerprint-based biometric systems are not 

always clear and can show irregular shadings. Therefore, 

identification errors may happen via the feature extraction 

methods due to the low quality of fingerprint images [6]. The 

main features of palmprint can be captured using inexpensive 

and low-resolution devices [12].  

In 1996, LBP was first introduced as a texture analysis 

technique in reference [13]. Since then, it has been developed 

with various analysis methods. In 2008, two approaches—the 

Three-Patch LBP (TPLBP) and Four-Patch Local Binary 

Pattern (FPLBP)—were introduced to analyze pixel patches 

[14]. 

In 2009, a Local Line Binary Pattern (LLBP) was also 

described. LLBP focuses on analyzing only vertical and 

horizontal line features [15]. In the study [16], the author 

proposed Image Feature Enhancement (IFE) as a novel feature 

extraction method. It enhances the appearance of images. 

Palmprint has significant characteristics, mainly wrinkles 

and visible principal lines. It can provide remarkable 

recognition performance and is more distinctive than 

fingerprints. Figure 1 shows some biometric traits classified 

into two groups (physiological characters and behavioral 

characters). 

Figure 1. Common biometric examples 

In this paper, palmprints are examined in detail, especially 

regarding feature extraction. Since LBP is one of the most 

effective recent methods for feature extraction, it was 

proposed in 1996 as a simple yet highly efficient texture 

operator [6]. It is used to label the pixels of an image by 

analyzing a 3x3 neighborhood around each pixel. 

This paper proposes a new technique named Modified Local 

Line Binary Patterns (MLLBP), which extends the traditional 

Local Binary Patterns (LBP). The LB is used to analyze 

multiple lines of pixels in crucial directions.  
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The MLLBP method was evaluated by using a Contact-free 

“3D/2D” hand image dataset. The dataset is collected from the 

Hong Kong Polytechnic University database. 

2. RELATED WORK

In reference [17], an enhanced local LBP (ELLBP) was 

introduced. This method improves the performance of LLBP; 

however, it focuses solely on vertical and horizontal line 

features. In reference [18], an innovative feature extraction 

method called the Surrounded Patterns Code (SPC) was 

employed. This approach effectively considers the 

surrounding patterns of the main features. 

In reference [19], the author proposed a Controlled Tiger 

Optimization (ENcTO) approach using Convolutional Neural 

Networks (CNNs) for image identification. They applied the 

Entropy Controlled Tiger Optimization and a multi-scale deep 

neural network identification method to recognize palmprints 

and human palms. In the processing flow, the author used 

feature extraction and finger recognition with a multi-scale 

deep CNN identifier. The results of this research demonstrate 

that the ENcTO approach outperforms the state-of-the-art 

method for gesture identification, achieving a recognition rate 

of 96.72%. 

In reference [20], the author applied Machine Learning with 

content-based feature extraction methods for optimizing file 

cluster types of identification. The author used three content-

based feature extraction methods, which are the Rate of 

Change, Entropy, and Byte Frequency Distribution, to produce 

an image cluster histogram. The ELM classifier was used to 

evaluate entropy, ROC, and BFD methods for an image file or 

a non-image file type. The results demonstrate that the 

proposed approach using a combination of the 3 feature 

methods produces high identification accuracy (93.46%) in 

classifying the file type. 

In reference [21], the author proposed a support vector 

machine (SVM) identification method to identify image and 

non-image file clusters. The SVM identifies applied based on 

three entropies, byte frequency distribution, and the rate of 

change content-based feature extraction method. Radial basis 

and polynomial kernel functions are used to optimize the 

identification of image cluster content. The results show that 

the accuracy (96.21%) of identification of the SVM identifier 

by the polynomial function, and the accuracy (57.58%) of the 

SVM classifier by radial basis function. 

In reference [22], the authors propose a new approach using 

the LBP method and the Gabor content-based feature. Also, 

using K nearest neighbor identifiers used with these features 

of a finger vein. Three datasets were used for the experiment. 

The results show that the proposed method outperforms 

compared with the state-of-the-art approaches. The proposed 

approach achieved the lowest identification rate (0.039%) 

using the SDUMLA, the lowest identification rate (0.064%) 

using the FV-USM, and the lowest identification rate (0.037%) 

using the MMCBNU_6000, without using any enhancements. 

In reference [23], the author presented a new approach using 

the LBP operator for image face recognition. The LBP is used 

by distributing the face image into non-overlapped regions. 

The results show that the proposed approach has a 97.5% rate 

using Olivetti Research Laboratory databases. 

In reference [24], a new approach based on the LBP method 

and the support vector machine method is presented. The 

results show that the LBP demonstrates plant classification 

accuracy with 91.85% using four subclasses, background, 

canola, corn, and radish, with a 24,000-image dataset. 

In reference [25], the author proposed an automatic 

approach to detect the suspicious regions of interest for breast 

dynamic contrast-enhanced (DCE) MRI based on region 

growing. The results show that the new approach is able to 

identify suspicious regions on the PIDER breast MRI dataset. 

In reference [26], the author proposed the VisGIN approach 

using and passes Visibility Graphs (VG). GINConv is used for 

the convolutional layers. The Visibility Graph (VG) is used for 

input. The results show that the fruition of the approach 

achieves 99.76% in the grant-access decisions evaluation. 

Therefore, the authors' VisGIN approach demonstrates the 

effectiveness for time-series binary identification tasks by 

using graph machine learning methods. 

In reference [27], the authors proposed a novel method 

named the VGG16-PCA-NN approach. The main objective of 

the proposed approach is to improve the precision of facial 

authentication. To extract features, the author used the VGG16 

model as a pre-trained model on the ImageNet dataset. The 

method improves reliability under varying conditions by 

handling environmental and physical challenges. Its high 

accuracy across multiple modalities supports secure, real-time 

biometric identification. 

3. LOCAL BINARY PATTERNS (LBP) OVERVIEW

In image classification, the Local Binary Pattern (LBP) 

method is widely used to extract meaningful patterns from 

image regions. In addition, the LBP has been developed to 

extract texture content features effectively with low 

computational cost [1]. The main idea of the LBP is to 

compare individual pixels with neighboring pixels to encode 

local texture data into a binary pattern. The resulting binary 

values resulting from the pixel contrasts are organized in 

sequence in a circular track to an 8-bit binary amount for 

respectively pixel. To perform classification tasks, a histogram 

serves as a feature vector that represents the frequency of each 

LBP pattern across all pixels in the image, as shown in Figure 

2. 

As shown in Figure 2, the LBP operator labels the image 

pixels with decimal records. It encodes the local structure 

around each pixel. Figure 3 shows an example of LBP codes. 

It is used to compare the centre pixel with 8 neighbours in a 

3*3 dimension [24]. 

Figure 2. The basic LBP operator [23] 

Figure 3. Computing LBP codes [24] 
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As shown in Figure 3, every pixel in a 3×3 neighborhood is 

compared with its eight neighbors. The strictly negative 

comparison results are encoded as “0”, but the others are 

encoded as “1" in the LBP method. Then, the binary value is 

concatenated in a right-handed order, starting from the 

neighbor in the top-left, to form an 8-bit binary number. 

4. PROPOSED METHOD

This paper introduced a new feature extraction method 

called MLLB . This approach can analyze the texture features 

of the palmprint by handling multiple directions of palmprint 

lines. Specifically, it first examines the vertical and horizontal 

directions using the equations outlined in reference [17]. 

𝐿𝐿𝐵𝑃𝐻 = ∑ 𝑠(𝐻𝑛 − 𝐻𝑐)2(𝑐−𝑛−1)
𝑐−1

𝑛=1

+ ∑ 𝑠(𝐻𝑛 − 𝐻𝑐)2(𝑛−𝑐−1)
𝑁

𝑛=𝑐+1

(1) 

𝐿𝐿𝐵𝑃𝑉 = ∑ 𝑠(𝑉𝑛 − 𝑉𝑐)2(𝑐−𝑛−1)
𝑐−1

𝑛=1

+ ∑ 𝑠(𝑉𝑛 − 𝑉𝑐)2(𝑛−𝑐−1)
𝑁

𝑛=𝑐+1

(2) 

where, Hn is the number of pixels in a horizontal vector, Hc 

represents the horizontal vector center pixel, c indicates the 

position of the center pixel, and N is the length of the vector in 

pixels. This is a value of a vertical direction, Vn is the pixels 

number in a vertical vector, Vc is the center pixel of a vertical 

vector, and can be defined as follows: Vn is the number of 

pixels in a vertical vector, Vc is the vertical vector center pixel, 

and 𝑠(𝑥) can be defined as follows: 

𝑠(𝑥) = {
1,     𝑥 ≥ 0
0,     𝑥 < 0

(3) 

Secondly, the proposed MLLBP method considers the 

primary and secondary diagonals according to the following 

Eqs. (4) and (5): 

𝐿𝐿𝐵𝑃𝐷1 = ∑ 𝑠(𝐷1𝑛 − 𝐷1𝑐)2(𝑐−𝑛−1)
𝑐−1

𝑛=1

+ ∑ 𝑠(𝐷1𝑛 − 𝐷1𝑐)2(𝑛−𝑐−1)
𝑁

𝑛=𝑐+1

(4) 

𝐿𝐿𝐵𝑃𝐷2 = ∑ 𝑠(𝐷2𝑛 − 𝐷2𝑐)2(𝑐−𝑛−1)
𝑐−1

𝑛=1

+ ∑ 𝑠(𝐷2𝑛 − 𝐷2𝑐)2(𝑛−𝑐−1)
𝑁

𝑛=𝑐+1

(5) 

where, 𝐿𝐿𝐵𝑃𝐷1 is a value of a primary diagonal direction, D1n
is pixels of a primary diagonal vector, D1c represents the 

center pixel of a primary diagonal vector, 𝐿𝐿𝐵𝑃𝐷2 is the value

of a secondary diagonal direction, D2n is pixels of a secondary 

diagonal vector, and D2c represents the center pixel of a 

secondary diagonal vector. 

Consequently, combinations are applied between the 

horizontal and vertical values, and between the primary and 

secondary diagonal values. The combination is implemented 

according to the following calculations: 

𝐸𝐿𝐿𝐵𝑃1 = 𝑣1 × 𝐿𝐿𝐵𝑃𝐻 + 𝑣2 × 𝐿𝐿𝐵𝑃𝑉 (6) 

𝐸𝐿𝐿𝐵𝑃2 = 𝑣1 × 𝐿𝐿𝐵𝑃𝐷1 + 𝑣2 × 𝐿𝐿𝐵𝑃𝐷2 (7) 

where, 𝐸𝐿𝐿𝐵𝑃1 represents the combination of the horizontal

and vertical values, 𝐸𝐿𝐿𝐵𝑃2 represents the combination of the

primary diagonal and secondary diagonal values, and 𝑣1 and

𝑣2 are weighted summation parameters [19].

Hence, to attain the effective feature extraction value from 

the 𝐸𝐿𝐿𝐵𝑃1  and 𝐸𝐿𝐿𝐵𝑃2 , competitive method is considered

between them. 

Empirically, the following equation can be useful to 

compute: 

𝐼𝐿𝐿𝐵𝑃𝑇 = 𝑚𝑖𝑛 (𝐸𝐿𝐿𝐵𝑃1, 𝐸𝐿𝐿𝐵𝑃2) (8) 

where, 𝐼𝐿𝐿𝐵𝑃𝑇  represents the effective feature extraction

value, and min represents a minimum operation selection. 

An example of the main MLLBP processes is given in 

Figure 4. All the above calculations are used in each single 

pixel of the palmprint image. Afterwards, the featured 

palmprint images are collected. To complete collecting the 

data variance information of the 0 palmprint image, the 

following equations are considered [20] after partitioning each 

featured image into multiple blocks: 

𝑀𝑏𝑙 =
1

𝑗
(9) 

𝑆𝑇𝐷𝑏𝑙 = √
1

𝑗 − 1
∑ (𝑏𝑙𝑖 − 𝑀𝑏𝑙)

2
𝑗

𝑖=1

(10) 

𝐶𝑂𝑉𝑏𝑙 =
𝑆𝑇𝐷𝑏𝑙

𝑀𝑏𝑙
(11) 

where, j represents several pixels, bl represents a pixel (55 

pixels as in references [21, 22]), 𝑀𝑏𝑙  represents an average

value of each block of pixels, 𝑆𝑇𝐷𝑏𝑙  is the standard deviation

value of each pixel and 𝐶𝑂𝑉𝑏𝑙 is an achieved Coefficient of

Variance (COV) value. COV values have many benefits. 
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Figure 4. An example of the main MLLBP processes 

To illustrate, it can efficiently provide variances among 

pixel values; its computations are simple; it can decrease the 

size of the image [17]; all computed values are positive, and 

the variances among image features are efficiently defined for 

different subjects [26-34]. So, a vector of COV values can be 

collected for each palmprint image. These values are used as 

inputs to a Probabilistic Neural Network (PNN). The main 

architecture of PNN is shown in Figure 4. 

It consists of input, hidden, summation, and decision layers. 

Also, this network, like other neural networks, works in two 

phases: training and testing. 

Important benefits of using a PNN can be observed [27]: it 

is so fast during the train; it does not need more than one epoch; 

it is not suffer from the local minima problem as in the Multi-

Layer Perceptron (MLP) neural network; its architecture is so 

flexible, where it can easily remove or add training data; and 

the input training information are stored in training weights. 

5. RESULTS AND DISCUSSIONS

This paper used a Contact-free 3D/2D Hand Images 

Database (Version 1.0). The palm side is considered during 

acquisition. Ten images are captured for each hand in two 

sessions (five in each). The elapsed time ranges from one week 

(for 27 individuals only) to three months. Participants' ages 

range from 18 to 50 years. Students and staff of various ethnic 

backgrounds and genders participated. 

Participants were asked to slightly change their hand 

positions after each capture and remove their jewelry or rings. 

Each participant contributed 10 images. No fixed pegs were 

used to determine the exact hand position. A black background 

in an indoor environment was used for image collection. All 

images are bitmap files. Each hand image has a resolution of 

640x480x3 pixels and was captured approximately 0.7 meters 

from the scanner. Segmented 2D palmprint images are 

provided, each in grayscale and 128x128 pixels in size [28]. 

The 2D hand images in this database are considered very 

low resolution [19]. A total of 1000 2D palmprint images are 

used in this study—500 for training and 500 for testing, 

covering 100 subjects. 

The PNN trains the COV values of MLLBP features 

obtained from these 2D palmprint images. Afterwards, the 

PNN is evaluated using other COV values of MLLBP features 

that were not previously considered. First, palmprint images 

are shown before and after the MLLBP process. Figure 2 

displays various palmprint images before and after applying 

the MLLBP.BP. 

Figure 5. The images before and after the MLLBP 

As shown in Figure 5, the 1st and 3rd columns display 

original palmprint images, while the second and fourth 

columns show MLLBP images. The left two columns present 

samples for one subject, whereas the right two columns depict 

samples for another subject. Therefore, the MLLBP 

effectively captures palmprint features, even at very low 

resolution. 

Additionally, the MLLBP is illumination invariant, 

allowing it to efficiently describe palmprint line features. It 

provides reasonable similarity measures between samples of 

the same subject and reasonable dissimilarity measures 

between samples of different subjects.  It is worth noting that 

the competitive method in Eq. (8) has been examined using 

various techniques. 

Table 1 presents the results of the various methods applied. 

Table 1. The results of the MLLBP for different applied 

methods 

Feature Extraction Method EER 

MLLBP 

Summation 0.80% 

Average 0.60% 

Maximum 0.60% 

Minimum 0.40% 

From this Table, the minimum operation attained the best 

competitive performance among the different applied methods. 

It has achieved the best EER of 0.40%, a remarkable value in 

the context of human verification based on palmprints. 

Moreover, comparisons are implemented with different 

feature extraction methods, see Table 2. 

Additionally, Table 2 shows that the proposed method has 

achieved an impressive EER value. The FPLBP and TPLBP 
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[14] recorded high error rates of 6.40% and 2.60%,

respectively. This is because they use patches of sub-blocks

instead of individual pixels, which wastes macrotextures.

Table 2. Comparisons with different feature extraction 

Ref. Method EER 

[14] FPLBP 6.40% 

[16] IFE 5.60% 

[14] TPLBP 2.60% 

[18] SPC 1.60% 

[13] LBP 1.40% 

[15] LLBP 0.80% 

[17] ELLBP 0.80% 

This paper MLLBP 0.40% 

The IFE [16] also produced high error values, with an EER 

of 5.60%. This method improves the image appearance but 

does not focus on its essential features. The SPC method [18] 

achieved a value of 1.60% because it concentrates only on 

surrounding features. Although these features are useful, they 

are not as effective as the main features. The LBP [13] 

achieved 1.40% because it can analyze micro textures of 

palmprint images, but cannot analyze their line features. 

The LLBP [15] and ELLBP [17] both achieved 0.80%. 

Although this is an interesting result, both can analyze line 

patterns, but only vertical and horizontal lines. 

The proposed MLLBP attained the best EER of 0.40%, 

indicating that this method is efficient and superior. Figure 6 

shows a new approach that is suggested and utilized to obtain 

the Receiver Operating Characteristic (ROC) curve. 

Figure 6. ROC curves of different feature extraction 

6. CONCLUSION

In this article, we introduce the MLLBP as a novel feature 

extraction method for contactless palm print recognition. By 

expanding traditional Local Binary Patterns to analyze not 

only horizontal and vertical directions but also primary and 

secondary diagonals, MLLBP captures more detailed textural 

information. Our competitive matching strategy, which selects 

the minimum response among horizontal, vertical, diagonal, 

and antidiagonal analyses, has proven more effective at 

highlighting the most discriminative linear features. An 

experimental evaluation on a 3D/2D PolyU hand image 

database demonstrated the effectiveness of MLLBP. Using 

coefficient of variation (COV) feature vectors fed into a 

probabilistic neural network, we achieved an equal error rate 

(EER) of just 0.40%. This result not only exceeds previous 

linear methods such as LLBP and ELLBP (each with EERs of 

0.80%) but also significantly outperforms patch, histogram, 

and surrounding pattern approaches, which have EERs 

ranging from 1.40% to 6.40%. Besides offering superior 

verification accuracy, MLLBP shows robustness to changes in 

illumination and low image resolution, making it especially 

suitable for practical and cost-effective biometric systems. The 

simple block-based COV computation ensures compact 

feature representation and quick processing, while the PNN 

classifier allows fast training and avoids issues with local 

minima. 

In the future, we plan to extend MLLBP to multispectral or 

three-dimensional palm print data and integrate it with deep 

learning frameworks for end-to-end feature learning. 

Additionally, large-scale testing on more diverse populations 

and real-world capture conditions will help verify the method's 

generalizability and feasibility for deployment. Additionally, 

we aim to extend the proposed method to multispectral or 

three-dimensional palm print data and incorporate it into deep 

learning frameworks for end-to-end feature extraction. 

Specifically, Convolutional Neural Networks (CNNs) can be 

used to automatically learn hierarchical spatial features from 

palm print textures. Meanwhile, the Siamese CNN architecture 

might be effective for one-shot learning in verification tasks. 
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