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The eye is the most important sense organ for humans and is susceptible to several 
diseases. An example is retinal detachment, which is a condition where an injury or tear 
separates retina from its blood vessels. There is currently no method that can detect the 
areas of retinal detachment using digital fundus image analysis. Therefore, this study 
aims to propose a new method for detecting retinal detachment areas using contour 
feature analysis and blob detection. The method was designed to work in six stages, 
which included preparing retinal detachment fundus image data, converting the format 
into grayscale, performing morphological processing, as well as applying edge 
detection, region of interest (ROI) detection, and blob detection. Moreover, the 
accuracy of retinal detachment detection was assessed using keypoint performance, 
which reflects the number of detected areas. The keypoint performance for blob 
detection was determined using the Laplacian of Gaussian (LoG), Difference of 
Gaussian (DoG), and Determinant of Hessian (DoH) methods, with the average values 
of the performance found to be 96.16, 68, and 79.66, respectively. The results show that 
LoG has the highest keypoint performance value among the three methods. 
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1. INTRODUCTION

Eye is the most important sense of sight for humans [1] and
prone to some diseases [2]. The adult human eye consists of 
more than 50,000 cells which leads to thousands of genetic 
variants of abnormalities and diseases [3, 4]. Some of these 
diseases include retinopathy, glaucoma, retinal detachment 
(RD), and cataracts [5, 6].  

RD is a disease where eye experiences retinal tears, 
vitreoretinal traction, or fluid accumulation [7]. It is also 
explained as a condition where an injury or tear separates 
retina from blood vessels [8]. The disease is an eye emergency 
that requires immediate treatment to prevent the patient from 
losing vision permanently. This is due to the ability to cause 
blindness when not treated. The situation becomes more 
serious because doctors and retina-specialized medical 
personnel are very limited in several countries [9]. Some of the 
causes of RD include being over 50 years old, previous eye 
surgery [10], eye injury due to impact with a blunt object, and 
inflammation or infection [11]. Early identification can assist 
patients in restoring vision by reattaching the injured retina 
using a computer-based screening tool. This is possible 
through the usage of retinal fundus images that record the 
results of eye visualization [12]. Retinal fundus images are 
important to the scientific development of medical image 
analysis. Previous studies have analyzed eye diseases, 
including diabetic retinopathy, glaucoma, and RD [5] with 
retinal fundus imaging identified as the initial step for the 

examination. The method is considered advantageous due to 
its low cost and easy image capture [13]. 

Image segmentation is a process widely used to detect 
objects and identify the information contained in digital 
images [1, 14]. The application of the process to retinal blood 
vessels using digital image processing methods is a very 
important method in assessing eye health. Moreover, digital 
image processing combined with machine and deep learning 
increases the level of accuracy of the results [13]. An example 
of the segmentation process is thresholding which is widely 
used in image processing and computer vision to separate 
objects from the background and foreground [15]. This is often 
followed by contour segmentation which detects and extracts 
image edge [16].  

The segmentation of medical digital images needs to be 
studied. This is necessary because medical image analysis is 
highly required in the health sector throughout the world. The 
application of segmentation to medical images can be 
achieved based on several methods with a focus on the size, 
shape, and area [17]. For example, edge detection method 
determines the sides of objects in digital images, matches 
templates, and extracts the front edge and background. The 
advantages include high accuracy, popularity, suitability for 
monitoring at any time during the process, and lack of 
modification to the object [18]. Blob detectors also detect 
certain areas in digital images with a focus on region of interest 
(ROI) [19]. Moreover, the normalized Laplacian of Gaussian 
(LoG) operator has been used to produce a Gaussian kernel-
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based method with other versions such as Difference of 
Gaussian (DoG) and Determinant of Hessian (DoH) [20].  

A previous study by Yadav et al. [21] explained 
segmentation and visualization of RD using retinal fundus 
images. The Multi Res U-Net framework developed into 
DCA-Multi Res U-Net was applied to the data retrieved from 
Retinal Image Bank, RIADD, Kaggle, and Cataract Image 
Dataset or GitHub. Another study by Yadav et al. [22] 
discussed the neural network optimized for classifying RD 
using fundus images. This was achieved through the 
application of the ResNet50 architecture to extract digital 
retina image characteristics. The Opti-EN-net method 
developed in the study produced a high accuracy value 
reaching 99.44%. Subsequent study by Yadav et al. [23] 
classified RD in fundus images using a hybrid network 
through wavelets. A new VGG19-Bidirectional method was 
introduced for feature extraction and the accuracy was found 
to be 98.21%. Greig also conducted multimodal imaging 
studies to confirm the presence of retinoschisis RD with 
choroideremia using optical coherence tomography (OCT) to 
confirm the presence of retinoschisis in retinal detachment [6]. 

Lai conducted ultrasonography imaging of peripheral 
macrocysts for patients with proliferative diabetic retinopathy 
(PDR) and RD complications using B-Scan ultrasound [24]. 
Another study by Corradetti explained digital images of RD 
using Mirante color photography and retro lighting mode. The 
area detected using the superotemporal method showed the 
presence of RD in both eyes with a horseshoe-shaped tear [25]. 
Moreover, Koh developed a method for automatic detection of 
RD using ultrasound images in order to assist 
ophthalmologists during the assessment of patients. This is 
because RD causes cloudiness which leads to difficulty for 
eyes to see. Higher-order spectral (HOS) and locality-sensitive 
discriminant analysis (LSDA) were developed in the study 
using Support Vector Machine (SVM) method and the process 
obtained an accuracy of 99.13% [9]. 

Savastano predicted the recovery of visual acuity after RD 
surgery using artificial intelligence by calculating the 
feasibility value of OCT biomarkers segmentation. The results 
showed that Naïve Bayes machine learning method and OCT 
biomarkers had the highest accuracy [8]. Huang also explained 
the differences in fundus images for peripheral retinoschisis, 
schisis detachment, and RD using 22 patients. The results 
showed that spectral domain optical coherence tomography 
(SD-OCT) diagnosed retinoschisis in retinal detachment [26]. 
Furthermore, Moura characterized and determined the severity 
of RD using OCT by measuring retinal fluid and limiting 
membrane. The visualization was designed to facilitate the 
work of doctors in diagnosing the disease [27]. 

The automatic diagnosis of eye diseases such as RD is 
highly needed in the medical world to ensure immediate and 
accurate assessment by doctors [28]. Previous studies did not 
provide methods to detect areas of RD in digital fundus images 
through analysis. This study aims to propose a new method 
using image analysis to detect RD areas based on grayscale 
images and morphology as well as edge, ROI, and blob 
detection processes. The preference for the method is due to 
the light computational process and the ability to be specific in 
the detection process. Moreover, the focus is to detect RD 
areas in fundus images and compare blob detection algorithms 
to determine the highest keypoint performance value. 

 
 
 

2. MATERIALS AND METHODS 
 

This study was conducted in several stages, including the 
collection of RD digital fundus image data and changing from 
RGB to a grayscale format. The next stage was the 
morphology process applied to form objects from the 
grayscale images with a focus on dilation and close. Moreover, 
edge was detected using the Canny method. This edge 
detection process detects the appearance of edge due to the 
variations in the color brightness intensity of digital images.  

ROI detection process was subsequently applied to 
determine RD fundus area in digital images. This was 
followed by the application of blob detection process. The 
comprehensive information about the stages is presented in 
Figure 1. 

 

 
 

Figure 1. Study flow  
 
The preprocessing activities conducted include the 

segmentation of digital images by changing RGB format to 
grayscale and the next stage was the application of the dilation 
and close morphology processes [29, 30]. The brightness level 
of a grayscale image ranges from black to white [31]. The 
intensity is often used to determine the grayscale value [32]. 
Moreover, the grayscale image was converted to the binary 
format through thresholding [33]. The process separated the 
foreground and background [34] based on the pixel values in 
the fundus image [15]. The dilation process was used to 
thicken the objects in the binary images while the close 
process filled the gaps. The two pixels were divided into 
classes which were background Cb and foreground Cf by 
assigning a threshold value t: 

 
𝐶𝐶𝐶𝐶 = [1,2,3 … 𝑡𝑡]  (1) 

 
𝐶𝐶𝐶𝐶 = [𝑡𝑡 + 1, 𝑡𝑡 + 2, 𝑡𝑡 + 3 … 𝐿𝐿]  (2) 

 
The variances for the background and foreground of the 

threshold t were determined as follows: 
Background Cb, 
 

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑊𝑊𝑊𝑊 = �
𝑛𝑛𝑖𝑖
𝑁𝑁

𝑡𝑡

𝑖𝑖=1

 (3) 

 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 µ𝑏𝑏 =
∑ 𝑖𝑖 ∗ 𝑛𝑛𝑖𝑖𝑡𝑡
𝑖𝑖=1

∑ 𝑛𝑛𝑖𝑖𝑡𝑡
𝑖𝑖=1

 (4) 

 

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝜎𝜎𝑏𝑏2 =  
∑ (𝑖𝑖 − 𝜇𝜇𝑏𝑏)2 ∗ 𝑛𝑛𝑖𝑖𝑡𝑡
𝑖𝑖=1

∑ 𝑛𝑛𝑖𝑖𝑡𝑡
𝑖𝑖=1

 (5) 

 
Foreground Cf, 
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𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑊𝑊𝑊𝑊 =  �
𝑛𝑛𝑖𝑖
𝑁𝑁

𝐿𝐿

𝑖𝑖=1+1

(6) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 µ𝑏𝑏 =
∑ 𝑖𝑖 ∗ 𝑛𝑛𝑖𝑖𝐿𝐿
𝑖𝑖=1

∑ 𝑛𝑛𝑖𝑖𝐿𝐿
𝑖𝑖=1

(7) 

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝜎𝜎𝑓𝑓2 =  
∑ �𝑖𝑖 − 𝜇𝜇𝑓𝑓�

2 ∗ 𝑛𝑛𝑖𝑖𝐿𝐿
𝑖𝑖=1+1

∑ 𝑛𝑛𝑖𝑖𝐿𝐿
𝑖𝑖=1+1

(8) 

The variance in class 𝜎𝜎𝑤𝑤2  is the sum of two variances 
multiplied by the weight. This is mathematically presented as 
follows: 

𝜎𝜎𝑤𝑤2 =  𝑊𝑊𝑏𝑏𝜎𝜎𝑏𝑏2 + 𝑊𝑊𝑓𝑓𝜎𝜎𝑓𝑓2 (9) 

The next stage was to detect edge using the Canny method 
[35]. This was necessary to determine edge boundaries of RD 
area by detecting the contours [36]. The processes 
implemented through the Canny method were image 
smoothing, calculation of the maximum pixel value on the 
gradient, and the determination of edge point at the end of the 
gradient [16]. The preference for this method was due to the 
ability to produce the best results when compared to the others 
by eliminating interference around the object [37]. The kernel 
formula used is presented as follows and explained in Figure 
2. 

𝐺𝐺(𝑥𝑥 + 𝑦𝑦) =
1

2𝑥𝑥𝑥𝑥2
exp �−

𝑥𝑥2 + 𝑦𝑦2

2𝑥𝑥𝑥𝑥2
� (10) 

Figure 2. The kernel used in the Canny method 

ROI detection was subsequently applied to determine the 
boundaries of certain areas in RD digital fundus images [38, 
39]. The boundaries detected were part of retina with RD. 
Meanwhile, ROI applied in this study was limited by using 
colored frames in the desired area [40] to ensure the focus of 
the processing was only on RD. The process was also used for 
noise reduction in order to obtain more accurate results [21]. 
A square format was applied to crop the minimum boundary 
for RD area [40]. 

Blob detection was based on an area-scale representation of 
the images. This was achieved by superimposing the smoothed 
scale onto the representation. An important observation is that 
different types of multiscale differential operators produce 
several blob sizes in the scale space domain. A frequently used 
algorithm is the multiscale Gaussian kernel. Moreover, the 
normalized LoG operator produces a Gaussian kernel-based 
method and other versions such as DoG and DoH [23]. 
Additional features such as color or texture were included in 
the conventional detection process. Descriptors were also used 
to enhance the feature vectors from the original image using 
the boundaries of each blob at all scales. The extraction of the 
feature vectors from the original image was conducted to avoid 

blur. The stability of the feature vectors was characterized 
using Eq. (13). Where, f = [f1, f2, f3…, fn] and g = [g1, g2, 
g3…, gn] are feature vectors corresponding to two candidate 
blobs and dist is the Euclidean distance [22]. 

𝑆𝑆 =
1

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑓𝑓,𝑔𝑔) (11) 

LoG of an input image f(x,y) is masked with the following 
Gaussian kernel:  

𝑔𝑔(𝑥𝑥,𝑦𝑦, 𝑡𝑡) =
1

2𝜋𝜋𝜋𝜋
𝑒𝑒−

𝑥𝑥2+𝑦𝑦2
2𝑡𝑡 (12) 

A certain scale t designed for space representation leads to 
the application of the following Laplacian operator: 

𝐿𝐿(𝑥𝑥, 𝑦𝑦; 𝑡𝑡) = 𝑔𝑔(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) ∗  𝑓𝑓(𝑥𝑥, 𝑦𝑦) (13) 

𝛻𝛻2𝐿𝐿 = 𝐿𝐿𝑥𝑥𝑥𝑥 + 𝐿𝐿𝑦𝑦𝑦𝑦 (14) 

DOG associated with the scale representation L(x,y,t) is as 
follows: 

მ𝑡𝑡𝐿𝐿 =
1
2
𝛻𝛻2𝐿𝐿 (15) 

The Laplacian operator of Gaussian ∇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛2 𝐿𝐿(𝑥𝑥,𝑦𝑦; 𝑡𝑡) can be 
calculated as the difference in the Gaussian smoothing limits 
of two images: 

𝛻𝛻𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛2 𝐿𝐿(𝑥𝑥, 𝑦𝑦; 𝑡𝑡) ≈
𝑡𝑡

∆𝑡𝑡�𝐿𝐿(𝑥𝑥,𝑦𝑦; 𝑡𝑡 + ∆𝑡𝑡) − 𝐿𝐿(𝑥𝑥, 𝑦𝑦; 𝑡𝑡)�
 (16)

DoH is calculated as follows: 

𝑑𝑑𝑑𝑑𝑑𝑑𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐿𝐿 = 𝑡𝑡2�𝐿𝐿𝑥𝑥𝑥𝑥𝐿𝐿𝑦𝑦𝑦𝑦 − 𝐿𝐿𝑥𝑥𝑥𝑥2 � (17) 

where, HL is the Hessian matrix presented as follows: 

(𝑥𝑥, 𝑦𝑦; 𝑡𝑡 = argmaxlocal(𝑥𝑥,𝑦𝑦,𝑡𝑡)�(det𝐻𝐻norm 𝐿𝐿)(𝑥𝑥, 𝑦𝑦; 𝑡𝑡)� (18) 

Blob point (x, y) and scale t are defined through the 
geometric differential operations. The process produces blob 
descriptor that is covariant with rotation and scaling in the 
image domain (41). Moreover, feature matching is the process 
of determining points in the image area from blob detector in 
the methods used. Each point is encoded as a binary descriptor 
D(i) as presented in the following Eq. (19) [41]. 

𝐻𝐻𝐻𝐻 = � 
𝑧𝑧

𝑘𝑘=1

𝑋𝑋𝑋𝑋𝑋𝑋(𝛽𝛽𝐷𝐷𝑘𝑘(𝑖𝑖),𝛽𝛽𝐷𝐷𝑘𝑘(𝑗𝑗) (19) 

3. RESULTS AND DISCUSSION

The data used in this study were obtained from Retina
Image Bank through the site: https://imagebank.asrs.org/. The 
focus was on six digital fundus images of RD showing a tear 
in retinal area as explained in the description. The analysis was 
conducted by applying Python 3 to the six digital images of 
the bottom shrimp water. The experiment was initiated by 
changing the original image into a grayscale format as 
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presented in Figure 3. 
Edge of digital fundus images was detected using the Canny 

algorithm with the results presented in Figure 4. This was 
followed by ROI detection process to recognize RD contour as 
presented in Figure 5. 

Figure 3. RD digital fundus images 

Figure 4. Edge detection in RD digital fundus images 

Figure 5. ROI detection in RD digital fundus images 

Figure 6. Number of ROI detected in the RD 

Figure 7. ROI selected for blob detection process 

The experiment showed that each image had a different 
number of ROI. Image 1 had 33, Image 2 had 7, Image 3 had 
2, Image 4 had 5, Image 5 had 16, and Image 6 had 12. The 
parts detected are presented in Figure 6 while ROI of each 
image used for blob detection process is in Figure 7. 

Blob detection was used to determine the contour of RD 
using LoG, DoG, and DoH methods. The results were 
subsequently used to produce the keypoint performance values 
for the six images as distributed in Figure 8. 

The results showed that RD areas could be detected using 
blob detector. Figure 9 shows that LoG produces keypoint 
performance with an average of 96.16, DoG has 68, and DoH 
has 79.66. The criterion is that a higher number of detected 
blobs represents better keypoint performance. 

The comparison of LoG to DoG and DoH showed a 
reduction in the average keypoint performance by 29% and 
17%, respectively. The results showed that LoG method had 
the best performance and could detect more RD areas in digital 
fundus images using blob detector. The trend was associated 
with the ability of the method to detect circular lumps down to 
the smallest size [42]. It also has the capacity to divide large, 
elongated, or irregularly shaped objects into two or more blobs 
[20]. Moreover, the standard deviation value of LoG algorithm 
increased continuously and was accommodated in a box as the 
maximum. 

LoG DoG DoH 

Image 1 
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Image 2 

   
Image 3 

   
Image 4 

   
Image 5 

   
Image 6 

 
Figure 8. Results of blob detection process using LoG, DoG, and DoH algorithms 

 

 
 

Figure 9. Keypoint performance of blob image detection 
methods 

4. CONCLUSION  
 
In conclusion, this study produced a new hybrid method for 

detecting RD areas in digital fundus images through the 
combination of edge, ROI, and blob detection processes. The 
trend was observed from the fact that the Canny edge detection 
method successfully identified edge boundaries of retinal 
structures. This was useful for distinguishing between normal 
retinal tissue and areas affected by ablation. Moreover, ROI 
detection produced the highest value which was in the form of 
33 detected areas. Blob detection through LoG method also 
had the highest average keypoint performance value of 96.16. 
The results showed that the combination of the Canny edge, 
ROI, and LoG blob detection processes could effectively 
detect small areas of RD. Future studies should measure the 
length of retinal detachment wounds by analyzing fundus 
images and classify different types of eye diseases. 
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NOMENCLATURE 

Cb Image background  
Cf Image foreground  
W Image background weight 
S Vektor of candidate blob 
H Blob detector binary descriptor 

Greek symbols 

µ Average of background & foreground 
𝜎𝜎 Variance of background & foreground 
∇ Laplacian operator 
∂ Laplacian scale 

Subscripts 

b Background parameter 
f Foreground parameter  
t Threshold value 
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