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 Music genre classification is a challenging task that has been extensively addressed using 

various deep learning methods. Recently, convolutional neural networks (CNNs) have 

shown significant promise in this domain. This paper introduces GuitarNeXt, a novel CNN 

architecture designed specifically for music genre classification. Our approach utilizes a 

publicly available dataset containing audio recordings and spectral images across multiple 

genres to evaluate the performance of GuitarNeXt. The architecture of GuitarNeXt includes 

four primary layers: a stem layer employing patchify convolution to produce initial tensors, 

a main GuitarNeXt layer that integrates a hybrid attention mechanism with depth 

concatenation and scaling convolutions, a downsampling layer combining average and 

maximum pooling with depth concatenation, and an output layer that applies global pooling 

to produce a feature map for classification. Experimental results demonstrate that 

GuitarNeXt achieves a classification accuracy of 96.40% and a precision of 96.59% on the 

test set, highlighting its effectiveness and potential as a robust tool for automated music 

genre classification. This innovative model not only advances the field of music analysis but 

also sets a new benchmark for subsequent research in the area.  
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1. INTRODUCTION 

 

In the field of Music Information Retrieval (MIR), various 

applications such as music genre classification, music 

streaming services, automatic playlist generation and music 

recommendation systems are important [1, 2]. With the rapid 

expansion of music archives digitally, the accurate 

classification of music genres has become increasingly 

important [3]. Features manually extracted from audio signals 

form the basis of traditional classification methods [4]. 

However, these methods limit the classification accuracy as 

they cannot adequately capture the hierarchical and complex 

patterns of music [5]. Recent rapid advances in deep learning 

have provided better results in classifying music genres using 

features learned directly from raw audio signals or their 

spectrogram representations [6]. Convolutional Neural 

Networks (CNN) have been widely used in this field due to 

their ability to identify spatially correlated features from 

spectrogram images [7]. However, currently used CNN-based 

approaches often use traditional architectures and there are no 

next-generation CNN architectures specifically designed for 

music genre classification [8]. Deep learning efforts for music 

genre classification have focused on adapting common CNN 

architectures developed for image recognition [9]. Traditional 

CNNs have fundamental limitations such as local receptive 

fields and the inability to model long-range dependencies. 

Although these models are successful [10]. Since the temporal 

structures and harmonic patterns of music span wide 

frequency ranges, music analysis is very challenging [11]. It 

has recently emerged that advanced approaches such as self-

attention mechanisms and hybrid deep learning architectures 

can overcome these limitations [12]. However, the field of 

music classification has not sufficiently explored these 

innovative approaches. Therefore, there is a need for a creative 

CNN model specifically designed for classifying music genres 

[9, 13]. 

This paper proposes a new CNN model known as 

GuitarNeXt. GuitarNeXt uses a hybrid attention block that can 

capture both local and international dependencies using 

convolution-based attention mechanisms and pooling 

methods. These methods are inspired by ConvertNeXt and 

Transformer-based architectures. Unlike traditional CNNs, the 

GuitarNeXt model includes a Patchify-based input layer, 

depth concatenation, and a hybrid downsampling strategy that 

includes maximum mean pooling. These design choices help 

the model extract rich and diverse features from spectrogram 

images and improve computational efficiency.  

The vast majority of existing models for deep learning-

based music classification are based on traditional 

architectures and are specifically designed for spectrogram-

based classification [14]. Audio and music are structures with 

complex features, and capturing these complex features is 

challenging, even though it has been attempted to be solved 

with the use of state-of-the-art architectures [15, 16]. 

Traditional CNN architectures are not suitable for real-time 

applications due to the computational cost and accuracy 

complexities encountered during classification [17]. 

GuitarNeXt aims to overcome these limitations with its hybrid 
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attention mechanism and optimized subsampling strategy to 

create a powerful and high performance framework for music 

genre classification. Considering the innovative nature of 

Guitar NeXt, in addition to its high classification accuracy, it 

is also a preliminary work for applications such as music 

information retrieval and deep learning-based audio analysis.   

The developed model can be successfully used in various 

music domains such as instrument recognition, music genre 

analysis, and rhythm classification. GuitarNeXt has a powerful 

architecture despite its small size. Therefore, it can increase its 

usability in real-time and efficient audio classification tasks. 

In response to the increasing demand in this field, it enables 

the development of scalable and customizable deep learning 

models for audio classification solutions. This study used 

publicly available music genre classification data and trainings 

to evaluate the performance of the GuitarNeXt architecture. 

The results show that the proposed technique achieves high 

accuracy rates containing approximately 4.7 million 

parameters. In addition, the proposed technique achieved 

better results in terms of classification accuracy compared to 

other CNN architectures. When the obtained results are 

examined, it is possible to solve complex audio problems such 

as music classification with high accuracy with the 

combination of hybrid attention mechanism and innovative 

subsampling methods. 

 

1.1 Literature review 

 

Music genre classification is an important research topic for 

audio processing and artificial intelligence applications [18, 

19]. While advanced methods rely on manually designed 

features, deep learning models such as CNN and Transformer 

have improved accuracy by better analyzing spectral and 

temporal features [20]. In the literature, unimodal methods 

combine audio, visual and text data. Lighter neural network 

architectures are preferred to increase efficiency in resource-

constrained systems [21]. This literature review provides an 

overview of recent advances and challenges in music genre 

classification.  

Adamczyk et al. [22] investigated machine learning 

methods in automatic music generation and classification. 

Deep learning models include Generative Adversarial 

Networks (GAN), Long Short Term Memory (LSTM) and 

Convolutional Neural Networks (CNN). Transformer-based 

models aim to analyze and synthesize music. The research 

examined the ability of music genre classification models to 

accurately classify musical tracks using the Free Music 

Archive (FMA) and GTZAN datasets. The transformer-based 

model used in the study achieved only 30% accuracy on the 

GTZAN dataset, while the CNN-based classifier achieved 

86% accuracy. Although computational resources are limited, 

Transformer architectures can be used in music analysis and 

production. Additionally, future hardware optimizations are 

said to have the potential to improve performance. 

Levin and Singer [23] developed a study in which they 

characterized the Graph-Based Automatic Feature Selection 

method as multiclass.  Jeffries-Matusita (JM) distance and t-

distributed Stochastic Neighbor Embedding (t-SNE) 

techniques were used in the study to improve classification 

accuracy. With these procedures, it is aimed to achieve high 

accuracy rates with less data. In the study, attribute clustering 

results were evaluated using the MSS index and it was aimed 

to create a subset of attributes with the most prominent 

features without the need for predefined selection parameters. 

Experiments were conducted with various datasets, including 

the music genre classification dataset, and the proposed 

method maintained the classification performance despite 

feature reduction and reduced the computational cost by 15% 

to 70%. These results were obtained by using a feature km of 

between 7% and 30%. It has been shown that graph-based 

feature selection can be used to improve the efficiency of deep 

learning models in complex tasks such as music classification.  

Ba et al. [24] conducted a study on the classification of 

music genres using deep learning techniques. In their research, 

various deep learning architectures such as capsule neural 

networks (CSN), convolutional neural networks (CNN), Long 

Short Term Memory (LSTM) networks and gated recurrent 

units (GRU) were used. They aimed to provide an innovative 

approach by combining the use of these architectures with 

mel-spectogram-based feature extraction.  The study was 

carried out on the GTZAN dataset, which is widely used in this 

field, and they performed preprocessing steps for data 

augmentation on the data. As a result of the experiments, it 

was observed that the CSN model achieved 99.91% accuracy.  

Elbir and Aydin [25] proposed a system that can perform 

signal processing and music classification using deep learning 

methods. The proposed method, named MusicResNet, was 

developed to extract acoustic features of both audio signals 

and Mel spectograms. GTZAN dataset containing 10 different 

music genres was used in the study. As a result of the training 

of the developed method with the obtained data, an accuracy 

of 81.8% was achieved. In addition, a hybrid method was 

proposed by combining the proposed method with Support 

Vector Machine (SVM) and the accuracy rate was increased 

to 97.6%. The results of the experiments show that the 

proposed hybrid method is very effective for music genre 

classification.  

Wu et al. [26] proposed a method for underwater acoustic 

voiceprint recognition. Their model, called Echo Lite Voice 

Fusion Network (ELVFN), combines deep separable 

convolution and self-attention mechanisms to provide a new 

approach. This approach aims to reduce computational 

complexity and increase accuracy.  As a result of the 

experiments, the proposed method achieved 94.66% test 

success. Compared to traditional models such as CAM++, 

TDNN and ECAPA-TDNN, the method was found to work 

more accurately and efficiently. 

In a study on multimodal music genre classification, Oguike 

and Primus [27] developed a classification system for Sotho-

Tswana music videos. The study developed a system that can 

predict genre using audio, lyrics and visual data. Artificial 

Neural Networks (ANN), visual mode VGG16 and text mode 

BERT were used. The separate predictions of each mode were 

combined using a late fusion technique to obtain the final 

species prediction. The multimodal model using late fusion 

achieved 94.8% accuracy, while the audio, visual and text 

models achieved 85.2%, 90.4% and 78.6% accuracy 

respectively. Multimodal music genre classification is better 

than unimodal methods. 

Wang et al. [28] proposed an intelligent music classification 

method that combines deep learning-based classification and 

feature extraction. In the study, VGG-16 Net was used to 

classify Bi-directional Long Short-Term Memory (BiLSTM) 

networks. MSD-I, GTZAN and ISMIR2004 type datasets 

were used for the research. Outperforming traditional models 

(SVM and KNN), the BiLSTM-VGG-16 net model achieved 

97% accuracy in MSD-I, 97.8% in GTZAN and 96.5% in 

ISMIR2004 [16].   
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1.2 Literature gaps 

 

The identified literature gaps are: 

•In the literature, there are various automatic biomedical 

image classification models [29-31] but there are a few music 

classification models. 

•The most researchers have utilized the well-known deep 

learning architectures in researchers to attain high 

classification performances [32-34]. The presented most of the 

custom CNN models are VGG-like models [35, 36]. Thus, 

there is a stagnation in the new-generation deep learning 

model proposing.  
 

1.3 Motivation and study outline 
 

The main motivation of this work is to recommend an 

innovative music-inspired CNN model and investigate this 

CNN’s classification ability using music genre classification. 

In this CNN architecture, to achieve high classification 

performance, we have introduced a new attention structure. 

To fill the first identified gap in Section 1.2, we have 

introduced a new music-based deep learning model. 

Therefore, we have used a publicly available music genre 

classification dataset and reported the classification results of 

the proposed CNN on this dataset. 

To address the second gap, GuitarNeXt, a new-generation 

CNN model, has been introduced, and its results have been 

evaluated on the music genre dataset. GuitarNeXt has an 

original structure. Therefore, we have introduced an 

innovative CNN in this research. 

To develop GuitarNeXt, we were inspired by ConvNeXt 

and transformers. The ConvNeXt structure is an effective 

CNN architecture. Moreover, transformer models have 

achieved high performance due to their attention blocks. 

Therefore, the proposed GuitarNeXt is a fully convolutional 

deep learning model like ConvNeXt, but we have introduced 

an attention block using convolutions and pooling (similar to 

PoolFormer). The proposed GuitarNeXt consists of four main 

phases: (i) stem, (ii) main, (iii) downsampling, and (iv) output. 

The stem block used is similar to that in ConvNeXt, while the 

other three phases (main, downsampling, and output) have 

unique features.  
 

1.4 Innovation and contributions  
 

Innovation:  

•A new-generation attention block has been presented in 

this research. 

•We have presented hybrid pooling-based approximation 

and this approximation has been utilized in the downsampling 

and flatten layers of the GuitarNeXt. 

•By utilizing the presented attention block, GuitarNeXt 

layer has been created. 

•Deploying GuitarNeXt layer as main block, the presented 

GuitarNeXt CNN has been presented.  

Contributions:  

•CNN research area is one of the most important research 

areas for deep learning especially computer vision. However, 

transformers have eclipsed CNNs in computer vision since 

transformers can attain higher classification performances. 

Although, CNN research area is a young research area and 

many advancements can be discovered in this research area. 

To contribute the CNN research area, the GuitarNeXt has been 

presented.  

•In this research, a publicly available music genre 

classification dataset has been utilized to contribute musical 

deep learning research area.      

 

 

2. THE USED DATASET 

 

In the study, the 10-class GTZAN- Music Genre 

Classification dataset shared by Andrada Olteanu on the 

Kaggle platform was used [37]. GTZAN dataset is one of the 

most widely used open source datasets for music genre 

recognition. This dataset is divided into classes consisting of 

10 different music genres: blues, classical, country disco, 

hiphop, jazz, metal, pop, reggae and rock. The data belonging 

to the 10 classes is divided into 100 audio files in each class 

with a balanced distribution. Each audio file in the dataset is 

30 seconds long and has been brought together from various 

conditions such as CD, radio recordings, microphone 

recordings in order to provide sounds in each and different 

conditions. The data in the dataset is divided into audio and 

spectogram data; spectogram images are also used in the 

study. 

 

 

3. PROPOSED GUITARNEXT 

 

In this research, we have presented an innovative deep 

learning model, GuitarNeXt. Our main objective is to discover 

new attributes of CNNs. Therefore, we have introduced an 

attention mechanism-based fully convolutional deep learning 

architecture. To create this CNN architecture, we were 

inspired by ConvNeXt (for CNN architecture design), 

transformers (as their attention layers are highly effective, and 

ConvNeXt itself was inspired by the Swin-Transformer), and 

PoolFormer (where we employed pooling-like convolutions to 

create the attention block). This CNN structure consists of four 

main phases, which are:  

•Patchify-based stem, 

•Main/GuitarNeXt phase,  

•Average and maximum pooling-based downsampling, 

•Global average and maximum pooling-based output.  

To give a details about to presented GuitarNeXt, we have 

demonstrated schematic illustration of this CNN in Figure 1.  

Per Figure 1, our model has four main phases and details of 

these phases are explained below.  

 

3.1 Stem phase  

 

The stem phase is the first phase of the proposed CNN 

(GuitarNeXt). Patchify convolution and batch normalization 

have been used. In this phase, an image of size 224×224×3 is 

transformed into a tensor of size 56×56×96. The mathematical 

definition of this stem phase is provided below. 

 

𝑇1 = 𝐵𝑁 (𝐶4×4,𝑆𝑡𝑟𝑖𝑑𝑒:4
96 (𝐼𝑚)) (1) 

 

where, 𝑇 : the created tensor, 𝐵𝑁(. ) : Batch Normalization 

function, 𝐶(. ): the patchify convolution and 𝐼𝑚: the utilized 

image with a size of 224×224×3. 

 

3.2 GuitarNeXt phase 

 

The main phase of the proposed CNN is GuitarNeXt. The 

introduced GuitarNeXt is an attention-based layer. In this 

phase, convolution, maximum pooling, average pooling, depth 
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concatenation, and GELU activation are utilized. We have 

applied this phase four times to generate a feature map, and its 

mathematical definition is given below.  

 

𝑇𝑛 = 𝐺𝐶7×7
𝐹 (𝑇𝑛−1) (2) 

 

where, 𝐺𝐶(. ): grouped convolution and 𝐹: the number of the 

filters. Above, the first tensor of the proposed main stage is 

shown, where we have used a 7×7 convolution similar to 

ConvNeXt. Below, we present pooling and convolution-based 

attention.  

 
 

Figure 1. The graphical outline of the recommended GuitarNeXt 
Note: BN - Batch Normalization, DC - Depth Concatenation, GELU - Gaussian Error Linear Unit, F - the number of filters, GMP - Global Maximum Pooling, 

GAP - Global Pooling, FC - Fully Connected 

 

𝑇𝑛+1
1 = 𝐺𝐸𝐿𝑈(𝐺𝐶1×1

𝐹 (𝑇𝑛))⨂𝐺𝐸𝐿𝑈(𝑀𝑃5×5(𝑇𝑛)) (3) 

 

𝑇𝑛+1
2 = 𝐺𝐸𝐿𝑈(𝐴𝑃5×5(𝑇𝑛))⨂𝐺𝐸𝐿𝑈(𝑀𝑃5×5(𝑇𝑛)) (4) 

 

𝑇𝑛+1
3 = 𝐺𝐸𝐿𝑈(𝐺𝐶1×1

𝐹 (𝑇𝑛))⨂𝐺𝐸𝐿𝑈(𝐴𝑃5×5(𝑇𝑛)) (5) 

 

where, 𝐺𝐸𝐿𝑈(. ): the GELU activation function, 𝐴𝑃(. ): the 

average pooling, 𝑀𝑃(. ) : maximum pooling and ⨂ : 

multiplaction.  Here, the stride value of this pooling function 

is set to one. To create an inverted bottleneck, we have used 

depth concatenation to increase the number of filters from F to 

4F. The depth concatenation step is mathematically defined 

below. 

 

𝑇𝑛+2
1 = 𝐷𝐶(𝑇𝑛+1

1 , 𝑇𝑛+1
2 ) (6) 

 

𝑇𝑛+2
2 = 𝐷𝐶(𝑇𝑛+1

1 , 𝑇𝑛+1
3 ) (7) 

 

𝑇𝑛+3 = 𝐷𝐶(𝑇𝑛+2
1 , 𝑇𝑛+2

2 ) (8) 

 

where, 𝐷𝐶(. ): the depth concatenation function.  

The last step is the scaling and shortcut step. We have used 

this step to address the vanishing gradient problem. The 

equations for this step are given below. 

 

𝑇𝑛+4 = 𝐵𝑁(𝐶1×1
𝐹 (𝑇𝑛+3)) (9) 

 

𝑇𝑛+5 = 𝑇𝑛+4 + 𝑇𝑛−1 (10) 

where, 𝑇𝑛+5 is the output of the GuitarNeXt section.  

 

3.3 Downsampling phase 

 

In this research, we have introduced a new hybrid 

downsampling stage, utilizing maximum pooling, average 

pooling, and depth concatenation to address the routing 

problem. This phase is mathematically defined below.  

 

𝑇𝑑 = 

𝐵𝑁 (𝐷𝐶 (𝑀𝑃2×2,𝑆𝑡𝑟𝑖𝑑𝑒:2
𝐹 (𝑇𝑑−1), 𝐷𝐶 (𝐴𝑃2×2,𝑆𝑡𝑟𝑖𝑑𝑒:2

𝐹 (𝑇𝑑−1)))) 
(11) 

 

In this phase, the tensor's width and height are halved, while 

its depth is doubled. 

 

3.4 Output phase 

 

The classification output of the proposed GuitarNeXt is 

generated in this phase. This phase includes a hybrid flattening 

step. Therefore, global average pooling (GAP) and global 

maximum pooling (GMP) are used together. Afterward, a 

grouped convolution and GELU activation are applied as post-

processing to the generated feature map. The processed feature 

map is then classified using fully connected and softmax 

layers. The mathematical definitions of the output phase are 

given below.  
 

𝑓𝑙𝑎𝑡 = 𝐷𝐶(𝐺𝐴𝑃(𝑇𝑙𝑎𝑠𝑡), 𝐺𝑀𝑃(𝑇𝑙𝑎𝑠𝑡)) (12) 
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By utilizing both GAP and GMP functions together, we 

have obtained the flatten feature vector. Herein, 𝑓𝑙𝑎𝑡 : the 

flatten feature vector, 𝐺𝐴𝑃(. ) : Global Average Pooling, 

𝐺𝑀𝑃(. ): Global Maximum Pooling and 𝑇𝑙𝑎𝑠𝑡: the last tensor 

created. 

To apply post-processing to the flattened feature vector, we 

have used grouped convolution and GELU activation.  

 

𝑓𝑣 = 𝐺𝐸𝐿𝑈(𝐺𝐶2×2
1536(𝑓𝑙𝑎𝑡)) (13) 

 

where, 𝑓𝑣: the created last feature vector. In order to obtain 

the classification outcome from this feature vector, we have 

applied to fully connected (to determine the number of the 

features) and softmax (to generate the classification outcome) 

operators. 

 

𝑜𝑢𝑡 = 𝑆𝑀(𝐹𝐶(𝑓𝑣)) (14) 

 

where, 𝑜𝑢𝑡: the classification outcome, 𝑆𝑀(. ): softmax and 

𝐹𝐶(. ): fully connected.  

By utilizing this step, we have presented the lightweight 

version of the GuitarNeXt. Moreover, the steps the presented 

GuitarNeXt CNN have been given in subsequent section.   

 

3.5 Overview of the presented GuitarNeXt 

 

To more clearly explain the proposed GuitarNeXt, we have 

outlined the steps of this lightweight CNN in this section. Each 

phase of the CNN is defined as a mathematical function. These 

steps are: 

Step 1: Create the first tensor by applying the stem function, 

resulting in a tensor of size 56×56×96. 

 

𝑇1 = 𝑠𝑡𝑒𝑚(𝐼𝑚) (15) 

 

where, 𝑠𝑡𝑒𝑚(. ): the function defines the stem phase and 𝑇1: 

the first tensor. 

Step 2: Apply the first GuitarNeXt phase by utilizing the 

first tensor (𝑇1) as input.   

 

𝑇2 = 𝐺𝑁(𝑇1) (16) 

 

where, 𝐺𝑁(. ) : the function defines the GuitarNeXt/main 

phase and 𝑇2: the second tensor with a size of 56×56×96. 

Step 3: Use downsampling to create a new tensor with a size 

of 28×28×192.   

 

𝑇3 = 𝐷𝑆(𝑇2) (17) 

 

where, 𝐷𝑆(. ): the function defines the downsampling phase 

and 𝑇3 : the first down sampled tensor with a size of 

28×28×192. 

Step 4: Utilize the presented main/GuitarNeXt function to 

generate features from the down sampled tensor.   

 

𝑇4 = 𝐺𝑁(𝑇3) (18) 

 

The size of the 𝑇4 is 28×28×192 

Step 5: Employ downsampling to create a tensor with a size 

of 14×14×384.   

 

𝑇5 = 𝐷𝑆(𝑇4) (19) 

 

𝑇5 : the second down sampled tensor with a size of 

14×14×384. 

Step 6: Deploy the GuitarNeXt function to extract feature 

map from the down sampled tensor.   

 

𝑇6 = 𝐺𝑁(𝑇5) (20) 

 

The size of the 𝑇6 is 14×14×384. 

Step 7: Employ the third downsampling to create a tensor 

with a size of 7×7×768.   

 

𝑇7 = 𝐷𝑆(𝑇6) (21) 

 

𝑇7: the third down sampled tensor with a size of 7×7×768. 

Step 8: Apply the GuitarNeXt function to the third down 

sampled tensor.   

 

𝑇8 = 𝐺𝑁(𝑇7) (22) 

 

The size of the 𝑇8 is 7×7×768 and 𝑇8 is defined as the last 

tensor and it is utilized as input of the output/classification 

phase.  

Step 9: Use output function (it is defined in Section 3.4) to 

obtain classification outcomes.   

 

𝑜𝑢𝑡 = 𝑂𝑇(𝑇8) (23) 

 

where, 𝑜𝑢𝑡: the classification outcome, 𝑂𝑇(. ): the function 

defined output phase/stage.  

According to Steps 1-9, the common mathematical 

definition of the introduced GuitarNeXt is explained below.  
 

𝑅: {1,1,1,1,1}, 𝐹: (96,192,384,768,1536), 
𝑊𝐻: (562, 282, 142, 72, 12) 

(24) 

 

where, 𝑅: the number of repetitions, 𝐹: the size of the filters 

and 𝑊𝐻: the width and height of the generated tensors. "In this 

GuitarNeXt, each phase is repeated once. By deploying the 

stem, GuitarNeXt, and downsampling phases, we have 

generated a feature map of size 7×7×768. In the flattening 

layer, by utilizing GAP, GMP, and depth concatenation, the 

number of filters is increased from 768 to 1536.  
 

 

4. EXPERIMENTAL RESULTS 
 

To evaluate GuitarNeXt’s classification ability, this CNN 

has been applied to the music genre classification dataset. 

Since this is a computer vision task, we have used power 

spectrogram images of the corresponding WAV signals. In this 

research, we have presented a lightweight version of the 

proposed CNN. As a result, the introduced version of 

GuitarNeXt has approximately 4.7 million learnable 

parameters for 1,000 classes. The transition table of the 

proposed model is given in Table 1.  

The proposed GuitarNeXt CNN was developed using 

MATLAB version 2023a Deep Network Designer. This tool is 

a scratch-based tool, and we used blocks and connections to 

construct the proposed GuitarNeXt CNN. To implement this 

CNN model in MATLAB Deep Network Designer, we used a 

personal computer (PC) equipped with an NVIDIA GeForce 

4090 graphics processing unit (GPU). 

In the training phase, we used the following parameters, 

which are listed in Table 2. 
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Table 1. The transitions of the presented GuitarNeXt 

 
Step Output Size Process 

Stem 56×56 4×4, 96, stride 4 

GuitarNeXt 1 56×56 [
𝐺𝐶7 × 7,96

𝐺𝐶1 × 1,96, 𝑀𝑃5 × 5,96, 𝐴𝑃5 × 5,96, 𝐺𝐶1 × 1,96
 1 × 1,96

] × 1 

Downsampling 1 28×28 2×2 maximum pooling, 96, stride 2, 2×2 average pooling, 96, stride 2, depth concatenation 

GuitarNeXt 2 28×28 [
𝐺𝐶7 × 7,192

𝐺𝐶1 × 1,192, 𝑀𝑃5 × 5,192, 𝐴𝑃5 × 5,192, 𝐺𝐶1 × 1,192
 1 × 1,192

] × 1 

Downsampling 2 14×14 2×2 maximum pooling, 192, stride 2, 2×2 average pooling, 192, stride 2, depth concatenation 

GuitarNeXt 3 14×14 [
𝐺𝐶7 × 7,384

𝐺𝐶1 × 1,384, 𝑀𝑃5 × 5,384, 𝐴𝑃5 × 5,384, 𝐺𝐶1 × 1,384
 1 × 1,384

] × 1 

Downsampling 3 7×7 2×2 maximum pooling, 384, stride 2, 2×2 average pooling, 384, stride 2, depth concatenation 

GuitarNeXt 4 7×7 [
𝐺𝐶7 × 7,768

𝐺𝐶1 × 1,768, 𝑀𝑃5 × 5,768, 𝐴𝑃5 × 5,768, 𝐺𝐶1 × 1,768
 1 × 1,768

] × 1 

Output NC 

Flatten with GAP and GMP, depth concatenation 
[𝐺𝐶1 × 1,1536] 

Fully connected, softmax. 

The number of parameters ~4.7 million for 1000 classes. 
** NC: the number of classes. 

 

Table 2. The utilized training settings 

 
Parameter Value 

Solver 
Stochastic Gradient Descent 

Momentum (SGDM) 

Initial learning rate 0.01 

Mini batch size 128 

Maximum epoch 30 

L2 Regularization 0.001 

Gradient threshold method L2 

Learning rate drop factor 0.1 

Training and validation split 

ratio 
80:20, randomize 

 

Table 3. Data augmentation parameters 

 
Parameter Value 

Image rotation 45,90,135,180,225,270 

Noise addition Salt and peppers with 0.05 and speckle 

 

Moreover, we used augmentation to increase the number of 

images since the original dataset contained a limited number 

of images. The augmented images were used for training, 

while the original spectrogram images were utilized for 

testing. The data augmentation process is provided in Table 3. 

By utilizing the above parameters, eight augmented images 

were created from each original image. In this context, the 

training, validation, and test split ratio for this research is 

computed as 70:17.5:12.5. 

Moreover, we have used a three-layered training phase, and 

the steps of this training approach are as follows:  

Step 1: Train the proposed GuitarNeXt on ImageNet1k and 

save the pretrained network as PGN1. 

Step 2: Train PGN1 (created in Step 1) on the designated 

training dataset using augmentation with rotation. We applied 

rotations in the range of -25 to 20 degrees for augmentation. 

In this step, the newly trained pretrained network is saved as 

PGN2.  

Step 3: Train the designated training dataset using PGN2 

and obtain the final pretrained CNN. 

By utilizing this strategy, we trained the music genre 

classification dataset, and the resulting training and validation 

curves are shown in Figure 2.  

 
 

Figure 2. The training and validation curve of the 

recommended GuitarNeXt CNN 

 

 
 

Figure 3. The computed test confusion matrix 
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According to Figure 2, the GuitarNeXt CNN achieved a 

final training accuracy of 100%, a final training loss of 0.0118, 

a final validation accuracy of 95.93%, and a final validation 

loss of 0.1378. Using this trained GuitarNeXt (final pretrained 

version), the test confusion matrix is illustrated in Figure 3.  

To evaluate the computed test classification output, the four 

commonly used classification performance evaluation metrics 

were utilized. These metrics are (i) classification accuracy, (ii) 

overall precision, (iii) unweighted average recall, and (iv) F1-

score. The test classification results are presented in Table 4.  

 

Table 4. The computed test results of the proposed 

GuitarNeXt on the utilized music genre dataset 

 
No. Classification metric Result (%) 

1 Accuracy 96.40 

2 Overall Precision 96.59 

3 Unweighted Average Recall 96.40 

4 F1 96.49 

 

These classification results and the class-wise accuracies 

(recall) are also depicted in Figure 4.  

 

 
(a) Overall results, 1: Accuracy, 2: Precision, 3: Recall, 4: 

F1-score 

 

 
(b) Class-wise accuracies. 

 

Figure 4. Test results 

 

As seen in Figure 4(a), the test precision was computed as 

96.59%, while the test accuracy and unweighted average recall 

were both computed as 96.40%. The F1-score, which is the 

harmonic mean of recall and precision, was calculated as 

96.49%. 

Figure 4(b) highlights that the 2nd, 5th, 7th, and 10th classes 

achieved 100% (excellent) class-wise accuracy, while the 

worst-performing class was the 8th class, which yielded a 

recall of 78%.  

5. DISCUSSIONS 

 

In this research, we have presented a-new generation CNN 

architecture and this CNN is called GuitarNeXt since its shape 

is similar to guitar. We have presented an innovative hybrid 

attention in this GuitarNeXt model and this attention 

mechanism has been created deploying pooling and 

convolution operators together. The classification 

performance of the introduced GuitarNeXt was investigated 

on a music genre classification dataset.  

The proposed GuitarNeXt architecture attained high 

classification performance on the music genre dataset and this 

CNN model (GuitarNeXt) yielded a test accuracy of 96.40%, 

a test overall precision of 96.59%, and a test F1-score of 

96.49%. These results illustrate that the introduced hybrid 

attention mechanism—combining both pooling-based and 

convolution-based attention—effectively extracts the most 

informative features from the power spectrogram images. In 

particular, four classes (such as the 2nd, 5th, 7th, and 10th) 

reached a perfect 100% test recall.  

One key finding is the role of the downsampling phase, and 

the presented downsampling phase uses a combination of 

maximum and average pooling along with depth 

concatenation. By utilizing this strategy, without using 

convolution, routing problem was solved. Additionally, the 

same strategy has been utilized in output phase. In this phase 

GAP and GMP have been employed in the flatten layer and by 

using these both functions (GAP and GMP) a reach feature 

vector has been computed. This strategy contributes to a richer 

representation by extracting both overall trends (average) and 

distinctive peaks (maximum) in the feature vectors. Also, the 

introduced GuitarNeXt achieve high classification 

performance with a relatively lightweight number of the 

learnable parameters and the GuitarNeXt has ~4.7 million 

learnable parameters. 

 

Table 5. The comparative results for same dataset 

 
Ref. Study Accuracy (%) 

[22] CNN 86.00 

[38] Multimodal CNN 92.20 

[39] 
Enhanced capsule neural 

network 
90.40 

[40] 
Convolution temporal pooling 

network 
75.00 

[41] Principal component analysis 77.41 

[42] Bidirectional LSTM 93.10 

[43] CNN-LSTM 87.50 

[44] CNN 74.10 

[5] Spectral and acoustic feature 81.50 

[45] CNN 93.40 

[46] Deep 1D CNN 82.03 

[19] CNN 92.70 

[47] Functional data analysis 84.50 

[48] AlexNet 95.38 

[49] CNN 75.20 

[50] 
Empirical mode 

decomposition 
91.00 

[51] Neural network 84.00 

[52] Multilayer perceptron, CNN 95.50 

[53] CNN 81.00 

Our study GuitarNeXt 96.40 

 

Another consideration involves the training strategy. While 

the three-stage approach (pre-training on ImageNet1k, then 

fine-tuning on augmented data, and finally refining with 

rotations) was successful. By using this strategy, our primary 
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objective is to apply distillation to get higher classification 

performance. In this aspect, this GuitarNeXt used the same 

methodology as DeepSeek. 

In order to show the position of the presented model, we 

have compared the GuitarNeXt to other state-of-the-art 

(SOTA) models and these benchmark classification results 

have been listed in Table 5.  

Table 5 openly highlighted that the introduced GuitarNeXt 

attained high classification performance for music genre 

classification.  

The salient attributes (findings, advantages, limitations, 

future works, practical implications) of this research are 

discussed below. 

Findings: 

•The proposed GuitarNeXt architecture, a new-generation 

CNN, achieves outstanding performance in music genre 

classification, with a test accuracy of 96.40% and an overall 

precision of 96.59%. 

•By integrating a novel hybrid attention mechanism—

combining pooling-based and convolution-based 

approaches—the model effectively extracts discriminative 

features from spectrogram images. 

•The innovative downsampling and output phases, which 

utilize a mix of average pooling, maximum pooling, and depth 

concatenation, contribute to a rich feature representation while 

keeping the model lightweight (~4.7 million parameters). 

•The staged training strategy (pretraining on ImageNet1k, 

fine-tuning on augmented data, and refining with rotations) 

further enhances the model's performance and robustness. 

Advantages:  

•GuitarNeXt achieves high classification accuracy and 

precision. 

•It outperforms many traditional VGG-like CNN models. 

•The model has about 4.7 million learnable parameters. This 

makes it efficient and suitable for resource-limited 

environments. 

•A hybrid attention block is introduced in the model. 

•Unique downsampling methods are also used. 

•These innovations mark a significant step forward in CNN 

design for audio tasks. 

•The output phase uses both global average pooling and 

global maximum pooling. 

•This approach captures overall trends and distinctive peaks 

in spectrograms. 

•The result is improved classification performance. 

Limitations:  

•The model was evaluated on a single public music genre 

classification dataset, which may limit its generalizability 

across different audio or multi-modal datasets. 

•The performance under real-world conditions with noisy or 

highly variable audio inputs remains to be thoroughly tested. 

•Further validation is required to assess the model’s 

effectiveness on a broader range of musical genres and 

recording conditions. 

Future directions:  

•Test the GuitarNeXt architecture on larger, more diverse 

music genre datasets to assess its generalizability and 

robustness. 

•Investigate combining CNNs with transformer 

architectures or recurrent layers to capture temporal 

dependencies in music. 

•Optimize the model for real-time music classification 

applications on edge devices and mobile platforms. 

•Extend the architecture to related audio tasks such as 

speech recognition or environmental sound classification. 

Practical implications:  

•Integrating GuitarNeXt into music streaming platforms can 

lead to more accurate genre classification, enhancing 

recommendation systems. 

•The model can be applied to organize large music libraries, 

automatically tagging and categorizing tracks by genre. 

•Its lightweight design makes it suitable for deployment on 

consumer electronics, such as smartphones and embedded 

systems, for on-device music classification. 

•The architectural innovations can serve as a blueprint for 

developing next-generation deep learning models in audio 

signal processing, benefiting both academic research and 

commercial applications. 

 

 

6. CONCLUSIONS 

 

GuitarNeXt is a new CNN for music genre classification. It 

achieved 96.40% test accuracy and 96.59% overall precision. 

The model shows strong performance in classifying music. It 

uses about 4.7 million parameters. The model is lightweight 

and efficient. It works well on devices with limited resources. 

One innovative feature is the hybrid attention block. It 

combines pooling-based and convolution-based methods. This 

block extracts clear and useful features from spectrogram 

images. The downsampling phase is unique. It uses a mix of 

average pooling, maximum pooling, and depth concatenation. 

This approach solves the routing problem without extra 

convolution layers. The architecture has four phases. It 

includes a patchify-based stem, a dedicated GuitarNeXt phase, 

a downsampling phase, and an output phase. This design 

improves overall performance. The training strategy is staged. 

It includes pretraining on ImageNet1k, fine-tuning on 

augmented data, and refinement with rotations. This training 

strategy increases the model's robustness. These innovative 

aspects and high accuracy make GuitarNeXt a valuable tool. It 

can be used in music streaming, automated music library 

organization, and real-time audio processing. 
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