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Cloud enterprise resource planning (CERP) systems are widely adopted to enhance 

operational efficiency. However, in a global context, ERP implementation failure rates 

remain notably high, ranging from 67% to 90%. If left unaddressed, they will hinder 

sustainable economic growth and industrial transformation. To address this issue, this 

study adopts a structured approach by identifying critical success factors (CSFs) based 

on key performance indicators (KPIs) using the Delphi method and Dempster-Shafer 

combination method. The resulting dataset integrates multi-stage CSFs and their 

associated KPI performance and weight values, forming a hybrid feature set that 

captures interrelated implementation factors. The effectiveness of each implementation 

stage is assessed through user feedback scores categorized as satisfactory (>4), below 

satisfactory (3.0–3.9), and failure (<3.0). To evaluate the predictive capability of this 

hybrid dataset, both artificial neural network (ANN) and random forest (RF) models 

were applied separately. Each model was trained and tested independently to identify 

which algorithm achieves higher prediction accuracy for implementation outcomes. The 

findings indicate that RF significantly outperforms ANN, with an accuracy of 0.849 

compared to 0.765. Additionally, confusion matrix, ROC, and AUC analyses further 

confirm RF’s superior predictive capability. Through this research, the identification of 

CSFs through qualitative analysis or statistical modelling, combined with the 

integration of machine learning techniques, ultimately improving assessment 

classification for CERP implementation. 
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1. INTRODUCTION

Cloud enterprise resource planning (CERP) systems enable 

organizations to streamline their business processes with this 

system, organizations can enhance employee productivity 

while improving user satisfaction by providing efficient and 

reliable support for business operations [1]. This connection 

shows CERP systems supporting Sustainable Development 

Goal (SDG) 8 (decent work and economic growth). CERP 

systems provide organizations with a competitive advantage 

by improvement of efficiency and reducing operational costs 

[2]. In the concept of Industry 4.0., they function as integral 

components of IT infrastructure, leveraging advanced 

technologies such as data exchange, cloud solutions, data 

analytics, and production support to create seamless and 

interconnected business environments [3]. These capabilities 

not only enhance organizational efficiency but also align 

CERP systems with SDG 9 (industry, innovation, and 

infrastructure). CERP system accelerates SDG 9 through 

modern infrastructure industry 4.0. These two SDGs are 

pivotal components for economic development in ASEAN and 

have been a priority sustainable goal to achieve, in addition, 

the rapid digital transformation in ASEAN also has 

underscored the need for enterprises to adopt CERP systems 

[4]. 

CERP system provides a powerful platform that integrates 

business processes for radically improving organization 

performance; however, its implementation carries challenges 

[5]. Globally, the failure rate of ERP system implementations 

is reported to range between 67% and 90%, highlighting the 

significant challenges organizations face in successfully 

adopting these systems [6]. 

Certainly, this is closely related to the challenges during the 

implementation [7]. CERP system implementation faces 

significant challenges across industries, with success rates 

remaining low despite research advancements [7, 8]. It 

happened due to several factors, including a lack of top 

management support and commitment [7, 9], especially in the 

early stage. If left unresolved, these failures can impede 

operational efficiency, escalate costs, and weaken 
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organizational competitiveness which also hinder ASEAN 

countries to achieve the ninth sustainable goals.  

To address these challenges, the identification of critical 

success factors (CSFs) is essential [10]. Key factors 

influencing CERP implementation success include 

management commitment [11-13], business process alignment 

and reengineering [10], and technology aspects such as 

software management [14] with minimal customization [10, 

15]. Additionally, the workforce plays a pivotal role in 

implementation success; therefore, training [16] and project 

team effectiveness should receive more attention [11, 14, 15]. 

In addition, data is a central factor for the implementation; 

thus, it is also one of the CSFs that should be included [17]. 

Given the challenges associated with CERP 

implementation, accurately identifying and prioritizing CSFs 

is crucial for improving adoption rates and ensuring 

sustainable business transformation. Ineffective CERP 

adoption threatens economic resilience and fails to commit 

with SDG 8 and 9. Without intervention, businesses may 

struggle to keep pace with global leaders especially in the 

entire ASEAN. 

This indicates that utilizing machine learning models like 

ANN and RF can significantly enhance planning, prediction, 

and execution in achieving CERP implementation success, 

thereby contributing to SDG 8 and SDG 9. Artificial 

intelligence (AI) shown to be a significant contributor to 

advancing Sustainable Development Goals, particularly in 

promoting digital industrial innovation (SDG 9) and 

improving labor productivity and decent work conditions 

(SDG 8), through intelligent automation and data-driven 

optimization. Despite potential risks, AI offers significant 

opportunities to advance economic-related SDGs, with 

positive contributions identified in 70% of the targets, 

although 33% still face possible negative impacts [18]. The 

growing reliance of future markets on data analysis may widen 

economic disparities if digital resources remain unequally 

distributed, particularly in low- and middle-income countries, 

thereby hindering progress toward SDG 8 and SDG 9 [19], as 

described in Figure 1. 

Figure 1. Venn diagram of CSF, ANN, RF, SDG 8, SDG 9 

highlighting its relationship 

The proposed model aligns with the evolving needs of 

Industry 4.0 by integrating intelligent decision-support 

mechanisms into CERP implementation strategies. 

Additionally, the study contributes to bridging the research 

gap in AI-driven CERP management, particularly in the 

ASEAN context, where failure rates remain high despite 

increasing digital transformation efforts [6, 7]. Ultimately, this 

research aims to support enterprises in effectively managing 

CERP implementation risks by providing an AI-driven 

recommendation system based on CSFs. The findings will aid 

stakeholders in aligning CERP adoption with best practices, 

enhancing operational efficiency, and contributing to SDG 9 

by fostering digital innovation and sustainable IT 

infrastructure development. 

2. METHODOLOGY

2.1 Determining the CSFs based on KPIs 

To determine the critical success factors (CSF), the research 

will employ the Delphi method and Dempster-Shafer 

combination method. Here, the CSF indicator of the project 

will be identified. 

2.1.1 Delphi method 

This method will involve assembling a panel of CERP 

experts, each with over ten years of experience, with more than 

five years of working experience in ERP implementation 

projects [20]. Additionally, a Delphi study broadens the 

theory's generalizability by gathering insights from experts 

with extensive and varied experience, strengthening its 

empirical foundation and increasing its applicability across 

various contexts [21]. Iterative rounds of questionnaires or 

interviews will be conducted, during which experts will 

provide their opinions on CSFs for CERP implementation, key 

performance indicators (KPIs) for those CSFs, and the weights 

assigned to these KPIs. Feedback from previous rounds will 

be anonymized and shared with the experts to refine their 

opinions. The goal is to achieve consensus among the experts 

on the critical elements required for successful CERP 

implementation.  

2.1.2 Dempster-Shafer combination method 

Dempster -Shafer Theory combines expert opinions [22] on 

the influence of KPIs, ultimately providing CSFs for CERP 

implementation. It allows experts to express uncertainty and 

conflicting views. This approach, using Dempster's rule to 

aggregate diverse perspectives, leads to a comprehensive and 

reliable evaluation of which KPIs truly drive successful CERP 

projects (which CSFs are most critical). This method will be 

used to aggregate the scores provided by the experts regarding 

the influence of individual KPIs. It is particularly suitable for 

combining diverse and independent professional opinions 

without imposing restrictions on the number of experts or 

requiring consistency checks. 

2.1.3 Action case study 

The research will include a real-world case study of 

organizations implementing CERP system within a medium-

sized manufacturing company based in ASEAN. The company 

operates in the general manufacturing sector, producing a 

variety of industrial and consumer goods for domestic and 

regional markets. With approximately more than 350 

employees and multiple operational units, including 

procurement, production, warehousing, and finance. The 

company aimed to enhance integration and efficiency through 

the implementation of a CERP system. 

This case study will focus on addressing practical problems 

faced by the organization during the CERP implementation 

process. The action research is a popular method to collect 
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qualitative information [23], it is frequently integrated with 

practice studies, interventions, and experiments to assess 

various guidelines, standards, methods, techniques, or tools 

[24]. 

The research engages both experts and practitioners in the 

process to address challenges and acquire new knowledge 

through reflective learning. Thus, findings from the Delphi 

Method and the Dempster-Shafer Combination Method will 

be applied [20, 22].  

 

2.2 Development of performance assessment method 

 

2.2.1 Combining CSFs and KPIs with stages 

The list of CSF and KPI is derived from the combination of 

literature review and Delphi method with experts. Initially, 

through literature review, it has been identified 60 common 

ERP-related problems. These 60 problems were then compiled 

into CERP problem identification worksheet, as shown in 

Table 1, and sent to 10 CERP experts. The experts 

independently classified the problems based on which stage of 

CERP implementation they occurred in, using a 1 to 5 scale. 

After two rounds of evaluation, 30 problems were identified 

as critical, having a mean score of 4 or higher. The next step 

involved the experts defining the CSFs needed to address these 

30 problems, mapping each CSF to the appropriate stage of the 

CERP implementation process. Since a single CSF could 

address multiple problems, this process resulted in a total of 

15 CSFs (shown in Table 2). In the final phase, a subsequent 

literature review was conducted to identify relevant KPIs for 

measuring the effectiveness of each CSF. These KPIs, along 

with the previously defined CSFs, were then reviewed by the 

10 CERP experts and practitioners for validation. After two 

rounds of Delphi evaluation, only those KPIs with a score of 4 

or higher will be chosen.  

 

2.2.2 Dempster-Shafer combination to determine KPIs weight 

The D-S combination method is a powerful approach used 

in this study to integrate multiple sources of evidence, 

reducing uncertainty and enhancing decision-making. In 

CERP implementation, it will be helped by experts and related 

literature, which the details are shown in Table 1 and Table 2. 

This method helps identify the CSFs and their associated KPIs, 

ensuring a structured and data-driven evaluation. 

 

Table 1. Experts profile 

 

Experts Company Nature Job Nature 
ERP Experience 

(In Years) 

1 IT Consulting & CERP Implementation Odoo Middle Functional Consultant 11 

2 CERP Consulting Odoo Developer 12 

3 
CERP Implementation & Business Process 

Consulting 

CERP Implementation and Change Management 

Specialist 
10 

4 CERP Solutions Provider Odoo Developer 11 

5 CERP & Finance Consulting Odoo Functional Consultant 11 

6 IT Solutions Global Odoo Program Manager 10 

7 Business Process & CERP Consulting Client Success and Business Process Consultant 12 

8 IT Services & Odoo CERP Solution IT and Odoo Expert 10 

9 CERP Consulting Odoo ERP Consultant 10 

10 
CERP, Finance & Business Intelligence 

Consulting 
CERP Consultant 10 

 

Table 2. Classification of CSFs into the CERP implementation stages 

 
CERP Stage Critical Success Factor (CSF) Number of KPIs Literature 

Organization Readiness Assessment 

Top Management Support 3 [25, 26] 

Effective Communication 2 [27, 28] 

Employee Competence 4 [25, 29] 

CERP Selection 

CERP and Implementation Partner’s Capability 3 [25, 27] 

Balanced Evaluation Team 4 [28, 30] 

Identification of Organizational Needs 2 [25, 31] 

CERP Implementation 

Implementation cost 5 [17, 29] 

Change Management 3 [32, 28] 

Sufficient Training Resources 4 [25, 26] 

CERP Final Preparation 

CERP Support & Training 3 [17, 28, 29] 

IT & Data Management 2 [32] 

Performance monitoring 3 [25, 26] 

CERP Live Run 

Positive Customer Satisfaction 4 [17, 31] 

System Operation Efficiency 5 [25, 27, 28] 

Employee Productivity and Satisfaction 3 [25, 29] 

 

The impact of each CSF within its CERP stage and the 

influence of each KPI on its corresponding CSF will be 

determined by ten industry experts and practitioners. They 

provided their assessments on a 1 to 5 rating scale, where 1 

represented "strongly disagree" and 5 indicated "strongly 

agree" regarding the significance of each factor. These 

individual scores were synthesized using the D-S combination 

method. The weights of CSFs and KPIs were determined 

separately, with CSF weights assigned to their respective 

CERP stages and KPI weights assigned to their CSFs. The 

final KPI weight at the CERP stage level was then derived by 

multiplying these two values, allowing for a comprehensive 

and mathematically justified assessment. 

 

2.2.3 Performance calculation and assessment 

To evaluate the effectiveness of each CERP stage, a 
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Performance Assessment Worksheet (PAW) was developed, 

serving as a structured tool for measuring CERP performance. 

The PAW collects user feedback scores, which are then used 

to determine the overall performance of the CERP 

implementation. These scores are compared against a 

predefined performance assessment scale and recommended 

actions to assess whether the CERP system is performing at an 

acceptable level. 

 

2.2.4 Design step by step performance assessment and 

improvement flow 

The implementation of CERP system involves a structured, 

phased approach to performance assessment and 

improvement, guided by the plan-do-check-act (PDCA) cycle. 

Initially, CERP steering committee assesses organizational 

readiness by defining strategic direction, reviewing CSFs and 

KPIs, and conducting a performance assessment. If readiness 

is unsatisfactory, remedial actions are implemented and 

tracked until acceptable levels are achieved. 

Subsequent implementation stages (2-4) follow a similar 

pattern: the committee sets goals and objectives, reviews 

CSFs/KPIs, and an CERP working committee manages tasks, 

gathers progress reports, and facilitates feedback. Performance 

is assessed, and if satisfactory, the project advances; 

otherwise, remedial actions are taken. Post-implementation 

(live-run), performance is measured in terms of business 

outcomes. The scale is outlined in Table 3. Goals and 

objectives are defined, CSFs/KPIs derived, and performance 

assessed with external stakeholders. 

 

Table 3. Performance assessment scale and recommended action 

 
Stage 

Performance 

Assessment 

Result 

Colour 

Grade 
Recommended Action 

≥4 Satisfactory Green The next stage can be proceeded. 

3.0-3.9 
Below 

Satisfactory 
Yellow 

Identify deeper the problem before moving to the next stage like root causes and targeted 

action plan until it is on the green grade. 

<3 Failed the test Red 

Re-evaluate the chosen KPIs and consider if they accurately reflect the CSF's success. Do 

not proceed with related CERP activities until a reassessment demonstrates significant 

improvement in the CSF score. 

 

2.3 Data pre-processing 

 

Data pre-processing steps are performed before training the 

models, to ensure the dataset is clean, consistent, and suitable 

for machine learning algorithms [33]. The dataset employed in 

this study comprises 20 companies, each evaluated across 15 

CSFs, resulting in a total of 300 data points and four features. 

Any missing values in the dataset are handled using 

appropriate techniques. The process also involves addressing 

class imbalance in the target variable [34]. which in this study 

is the “status” indicating the performance classification of 

each CSF as Green (satisfactory), Yellow (below satisfactory), 

or Red (failed the test). If class imbalance issue occurs, the 

Synthetic Minority Over-sampling Technique (SMOTE) will 

be applied. SMOTE is an advanced oversampling method that 

generates synthetic examples for the minority classes [35] by 

interpolating between existing instances. Unlike simple 

replication, SMOTE creates new, plausible samples that help 

the model learn the decision boundaries for underrepresented 

classes more effectively [36]. Once data being balanced and 

cleaned, then it can be processed by machine learning 

algorithms.  

 

2.4 Application of RF and ANN methods 

 

Artificial Neural Networks (ANNs) are computational 

models inspired by the human brain, designed to recognize 

patterns and relationships in data. An ANN typically consists 

of an input layer, one or more hidden layers, and an output 

layer. Each neuron in these layers computes a weighted sum 

of its inputs, then applies an activation function to produce its 

output. The basic operation within a neuron is given by the 

formula: 
 

𝑛𝑒𝑡 = ∑ 𝑤𝑖

𝑛

𝑖=1

𝑥𝑖 + 𝑏 and 𝑦 = 𝑓(𝑛𝑒𝑡) (1) 

 

where, 

𝑥𝑖: input values 

𝑤𝑖 : corresponding weights 

𝑏: bias 

𝑓: activation function 

During training, a loss function like Mean Squared Error or 

Cross-Entropy is used to measure the difference between the 

predicted output and the target. The weights are then updated 

using gradient descent methods, where each weight is adjusted 

according to: 

 

𝑤𝑛𝑒𝑤 =  𝑤𝑖
𝑜𝑙𝑑 − 𝜂

𝜕Ε

𝜕𝑤𝑖

 (2) 

 

with  𝜂  being the learning rate and 
𝜕Ε

𝜕𝑤𝑖

 representing the 

gradient of the loss with respect to the weight. In contrast, 

Random Forest is an ensemble learning method that builds 

multiple decision trees and combines their outputs to generate 

a final prediction. Each tree is trained on a bootstrap sample of 

the data, and at each split in the tree, only a random subset of 

features is considered. This randomness helps reduce 

overfitting and increases the model’s robustness. For 

classification, the final prediction is determined by a majority 

vote among the trees, expressed mathematically as: 

 

𝑦̂ = 𝑚𝑜𝑑𝑒{ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑁(𝑥)} (3) 

 

where, ℎ𝑖(𝑥) is the prediction from the i-th tree and N is the 

total number of trees in the forest.  

 

2.5 Model validation 

 

For model validation, the dataset was partitioned using an 

70/20 train-test split. In addition, k-fold cross-validation (with 

k=5) was employed during model training to reduce variance 

and avoid overfitting. For RF, a grid search approach was used 

to systematically explore combinations of key parameters 

[37], such as n_estimators, max_depth, and min_sample_split. 
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Meanwhile, the ANN model required tuning a different set of 

parameters: the number of hidden layers, number of neurons 

per layer, learning rate, and activation functions [38]. 

Randomized search combined with cross-validation was 

employed to efficiently identify suitable configurations.  

To mitigate overfitting and improve generalization, 

regularization strategies were applied [39] to both the RF and 

ANN models. For RF, overfitting was addressed by limiting 

the number of trees, constraining the maximum tree depth, and 

reducing the number of features considered at each split [40]. 

These configurations help promote model diversity and reduce 

variance, particularly when working with a relatively small 

number of features. For ANN, a deliberately shallow 

architecture was employed to mitigate overfitting, using a 

minimal number of hidden layers and neurons to reduce the 

risk of overfitting [41]. Additionally, training was closely 

monitored to emulate early stopping behavior, limiting the 

chances of memorization without relying on explicit 

regularization techniques. Meanwhile, the metrics that will be 

used for validation include accuracy, precision, recall and F1, 

relevant to classification model validation, these metrics help 

in understanding different aspects of model performance [42]. 

Accuracy measures the proportion of correctly classified 

instances out of the total instances, precision measures the 

accuracy of positive predictions, recall shows how well the 

model identifies all positive instances, F1 is mean of precision 

and recall, providing a single metric that balances both [42]. 

The formula as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 

where, 

TP: True Positive 

TN: True Negative 

FP: False Positive 

FN: False Negative 

To show performance evaluation, k-fold cross-validation 

was used. This technique supports more reliable generalization 

estimates by averaging performance across multiple data 

partitions [43]. Although only one representative company is 

shown in the article for clarity, the complete dataset covering 

all 20 companies was used for all model training and 

evaluation processes. 

 

  
 

Figure 2. New scheme of hybrid feature-based critical success factors in cloud enterprise resource planning through artificial 

neural networks and random forest 
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2.6 Hybrid-featured CSF and KPI data model  

 

Figure 2 illustrates the proposed model that incorporates a 

hybrid-featured approach. The data obtained from tailored 

CSF and KPI assessment which the form the determination of 

CERP implementation success status, where begin by the 

steering committee who will define the strategic directions and 

goals to be CSF and KPI indicators and define the stage 

performance of each company using Delphi method and 

Dempster-Shafer combination method. In this model, each 

CSF is linked to corresponding KPIs that act as performance 

metrics. Performance assessment stage then evaluates these 

metrics against the expected standards. If performance results 

are acceptable, it will continue to the next stage, and finished 

the at stage 5. If the results meet or exceed the defined 

thresholds, the process continues through Stages 2, 3, and 4, 

and eventually reaches Stage 5, where the overall ERP success 

is assessed. However, if the performance is deemed 

unsatisfactory, an improvement plan and remedial actions are 

initiated. This leads to a reassessment cycle, forming a 

continuous improvement loop. The structured data generated 

from this CSF-KPI framework forms the core dataset for 

training machine learning (ML) models. These data points, 

representing the quantified status of ERP performance, are 

used to train ML Models: ANN and RF. 

Next, machine learning classifiers used to predict future. 

The prediction model incorporates ANN and RF, both serving 

as tools to classify and validate the performance outcomes. 

The ANN model is particularly effective in identifying 

nonlinear patterns and extracting deep insights from complex 

data structures, while the RF model utilizes an ensemble of 

decision trees to generate reliable and interpretable 

predictions. Each model undergoes a separate preprocessing 

stage tailored to its specific algorithmic requirements, 

followed by model training and prediction. The final step is 

model validation, where the outputs of both ANN and RF 

models are evaluated using performance metrics such as 

accuracy, precision, and recall. The validated results offer a 

data-driven conclusion on the CERP implementation status. 
 

 

3. RESULT AND DISCUSSION 
 

3.1 Build the dataset 

 

The researcher constructs the dataset by defining the 

parameters based on a thorough examination of CSFs in CERP 

implementation. The dataset is structured to include key 

features that influence CERP success, ensuring that the 

classification model can accurately evaluate implementation 

performance. The primary attributes in the dataset include 

Company, CSF (the specific success factor measured), CSF 

Weight, CSF Performance, and status. To facilitate 

classification, the dataset is labeled according to predefined 

performance categories. A CSF performance score greater 

than 4 is categorized as satisfactory (green), indicating a 

successful implementation stage. Scores between 3.0 and 3.9 

fall into the below satisfactory (yellow) category, signaling 

potential risks or deficiencies. Meanwhile, scores below 3.0 

are classified as failed (red), highlighting critical issues that 

may hinder CERP implementation success. 

 

3.2 Weighting CSFs 

 

The provided data categorizes KPI across different stages 

(stage 1-5) of CERP implementation project. Each KPI is 

assigned a weight, representing its relative importance in 

evaluating CSF during the CERP lifecycle. These weights help 

prioritize key aspects of the implementation process. 

Weighting begins with identifying CSFs and their 

corresponding KPIs, then normalization and consistency 

checks are performed to ensure fairness in evaluation [31] The 

weighted KPIs are then aggregated at the CSF level to form a 

composite performance score. Finally, the weighted KPIs 

serve as a benchmark for monitoring and continuous 

improvement. 

⚫ Stage 1: organizational readiness assessment 

Each stage of the CERP implementation focuses on 

different CSFs, stage 1 focuses on top management support, 

effective communication and employee competence. Each 

CSF contains the impactful KPI (identified by unique ID) 

which then weighted based on its importance, as shown in 

Table 4. The sum of KPI 11a-11c represent the weight of CSF 

11, CSF 12 and CSF 13 respectively. Strong leadership (11) 

and funding (11b) are critical, with 11b having the highest 

weight. Communication (12) ensures transparency and 

collaboration. Employee readiness (13a-13d) is vital, focusing 

on training, adaptability, experience, and ongoing support. 

⚫ Stage 2: CERP selection 

KPI 14-16 highlights an indicator for each CSF in stage 2 

(CERP Selection). Table 5 stated that KPI 14 holds the highest 

weight, emphasizing the importance of industry-specific 

expertise. Other factors, such as 14b and 14c, ensure that the 

CERP system meets security and customization requirements. 

In KPI 15 (balanced evaluation team), KPI 15b is the most 

critical, highlighting the need for strong top management 

oversight. Additionally, KPIs 15a, 15c, and 15d contribute to 

a well-structured evaluation process with diverse 

representation and external consulting support. The 

identification of organizational needs category, KPI 16 carries 

the highest overall weight, indicating that scalability is a key 

priority in CERP selection. Another significant factor is KPI 

16b, which focuses on the CERP vendor's ability to adapt to 

business changes [25]. 

⚫ Stage 3: CERP implementation 

Stage 3 is the core activity that is CERP implementation 

which contains of three CSFs: implementation cost (17), 

change management (18) and sufficient training resources (19) 

(shown in Table 6). In implementation cost (17), 17a holds the 

highest weight, emphasizing CERP licensing costs, while 17b 

and 17c address maintenance, support, and infrastructure 

investments [17]. For change management, 18a is the most 

critical, highlighting organizational readiness, while 18b and 

18c focus on leadership involvement and communication. 

Additionally, 17d and 17e cover customization and 

consultancy fees. In sufficient training resources, 19a is the 

most significant, stressing the need for training programs [28], 

while 19b and 19c ensure user manuals and hands-on 

workshops for CERP proficiency. 

⚫ Stage 4: final preparation 

The final preparation (stage 4), is categorized into CERP 

Support & Training (20), IT & Data Management (21), and 

Sufficient Training Resources (22). These categories are 

presented in Table 7. In CSF 20, 20a highlights ongoing 

technical support, while 20b and 20c focus on tailored training 

and accessible documentation. For CSF 21, the most critical 

KPI is 21a, ensuring IT infrastructure reliability, while 21b 

addresses effective data migration and integration. In 

sufficient training resources (22), the highest weight holds by 
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22c, emphasizing real-time reporting for decision-making 

[18], while 22a and 22b focus on KPI implementation and 

system evaluation. 

⚫ Stage 5: live run 

Stage 5, shown in Table 8, focuses on three key areas: 

positive customer satisfaction (23), system operation 

efficiency (24), and employee productivity & satisfaction (25). 

KPIs like 23a-23c measure customer retention, feedback, and 

complaint reduction. 24a-24d ensure system speed, uptime, 

error reduction, and resource optimization. Finally, 25a-25c 

track employee task completion, engagement, and onboarding 

efficiency. The highest weight is given to system processing 

speed (24a), highlighting its critical role in CERP success [7]. 

 

3.3 The calculation of PAW 

 

PAW will be used in this research to measure the 

performance of each stage based on the calculation of several 

component included the KPI weight, user assessment, CSF 

performance to define the weighted KPI score which its sum 

is the final score for the performance of each stage. The PAW 

data showed is retrieved only from company 1, which is the 

sample data from 20 companies were tested. 

 

Table 4. CSF and KPI performance measurement in stage 1 

 
CERP CSFs ID KPIs Weight 

Top Management Support 

11a Senior leadership actively participates in CERP steering committees 0.1550 

11b Adequate funding is allocated for CERP implementation 0.2250 

11c Decision-making processes are streamlined for CERP-related initiatives 0.1150 

Effective Communication 
12a Regular CERP updates and progress reports are shared with employees 0.0500 

12b Cross-functional collaboration is encouraged through open communication 0.0350 

Employee Competence 

13a Key personnel have relevant CERP training and certifications 0.1350 

13b Employees demonstrate adaptability to new CERP workflows 0.0950 

13c The CERP project team has previous successful implementation experience 0.1050 

13d Employees receive ongoing support for CERP transition 0.0850 

 

Table 5. CSF and KPI performance measurement in stage 2 

 
CERP CSFs ID KPIs Weight 

CERP and Implementation Partner’s Capability 

14a Local industry references for CERP expertise 0.1730 

14b Comprehensive system security and authorization 0.0870 

14c High flexibility and customizability for business needs 0.0540 

Balanced Evaluation Team 

15a Evaluation team involves cross-functional representation 0.1130 

15b Top management provides clear authority and oversight 0.1230 

15c External CERP consultant supports evaluation process 0.0460 

15d Evaluation team ensures alignment with organizational goals 0.0440 

Identification of Organizational Needs 
16a CERP system addresses scalability requirements 0.2050 

16b CERP vendor ensures responsiveness to business changes 0.1550 

 

Table 6. CSF and KPI performance measurement in stage 3 

 
CERP CSFs ID KPIs Weight 

Implementation Cost 

17a Total cost of CERP licenses, including initial purchase and renewal fees 0.1390 

17b Comprehensive maintenance and ongoing technical support costs for sustained operations 0.1150 

17c Hardware and infrastructure investment required to ensure compatibility with the CERP 0.0810 

17d Expenses related to customization and seamless integration with existing systems 0.0680 

17e Consultancy fees for CERP vendor expertise during the implementation phase 0.0470 

Change Management 

18a Readiness of the organization to adopt and integrate the CERP system across all functions 0.1100 

18b Active involvement of leadership to drive and oversee change management initiatives 0.0750 

18c Clear and effective communication strategy to guide employees through the transition 0.0660 

Sufficient Training 

Resources 

19a 
Availability of comprehensive training programs to equip end-users with CERP 

proficiency 
0.1510 

19b Detailed user manuals and instructional guides for troubleshooting and CERP navigation 0.0840 

19c 
Conducting practical, hands-on workshops to ensure employees are confident using the 

CERP 
0.0640 

 

Table 7. CSF and KPI performance measurement in stage 4 

 

CERP CSFs ID KPIs Weight 

CERP Support & 

Training 

20a Provision of ongoing technical support to address user challenges 0.1170 

20b Tailored training programs for different user roles 0.0920 

20c Accessibility of user-friendly CERP documentation and troubleshooting guides 0.0870 

IT & Data Management 
21a 

Robust IT infrastructure to ensure CERP system reliability and uptime integrate the CERP 

system across all functions 
0.1530 

21b Effective data migration and integration across all departments 0.1130 

Sufficient Training 

Resources 

22a Implementation of KPIs to measure CERP success 0.1420 

22b Continuous evaluation of system performance to identify bottlenecks and improvements 0.1340 

22c Real-time reporting and analytics for informed decision-making 0.1620 
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Table 8. CSF and KPI performance measurement in stage 5 

 

CERP CSFs ID KPIs Weight 

Positive Customer Satisfaction 

23a Increased customer retention rate through improved service quality 0.1180 

23b Enhanced customer feedback scores based on service delivery performance 0.1020 

23c Reduction in customer complaints post-CERP implementation 0.0800 

System Operation Efficiency 

24a Faster system processing times across key business functions 0.1400 

24b Higher system uptime and reliability during peak usage periods 0.1300 

24c Reduction in system errors and failures 0.1100 

24d Optimization of resource allocation for daily operations 0.1200 

Employee Productivity and satisfaction 

25a Increase in task completion rates per employee 0.1000 

25b Higher employee engagement scores post-implementation 0.0600 

25c Reduction in training time needed to onboard new employees 0.0400 

Table 9. Performance assessment stage 1 

 
CSFs Stage 1 KPI KPI Weight User Asmt. Weighted KPI Score CSF Weight CSF Perf. Status 

Top mgt. support 

11a 0.1550 5 0.7750 0.4950 4.3131 Green 

11b 0.2250 4 0.9000    

11c 0.1150 4 0.4600    

Effective communication 
12a 0.0500 5 0.2500 0.0850 4.1765 Green 

12b 0.0350 3 0.1050    

Employee 

Competence 

13a 0.1350 3 0.4050 0.4200 3.6786 Yellow 

13b 0.0950 4 0.3800    

13c 0.1050 4 0.4200    

13d 0.0850 4 0.3400    

Sum of Weights 1,000 - - 1.000 -  

Stage performance   4.0350 - -  

 

Table 10. Performance assessment stage 2 

 

CSFs 
Stage 2 

KPI 

KPI 

Weight 

User 

Asmt. 

Weighted 

KPI Score 

CSF 

Weight 
CSF Perf. Status 

CERP and Implementation Partner’s 

Capability 

14a 0.1730 4 0.6920 0.3140 4.4490 Green 

14b 0.0870 5 0.4350    

14c 0.0540 5 0.2700    

Balanced Evaluation Team 

15a 0.1130 4 0.4520 0.3260 4.6534 Green 

15b 0.1230 5 0.6150    

15c 0.0460 5 0.2300    

15d 0.0440 5 0.2200    

Identification of Organization Needs 
16a 0.2050 4 0.8200 0.3600 4.0000 Green 

16b 0.1550 4 0.6200    

Sum of Weights 1,0000   1.0000   

Stage performance   4.3540    

 

In stage 1 (Organizational Readiness Assessment), the 

organization prepared for CERP implementation by ensuring 

strong management commitment [25] and employee 

competence [26]. CSF performances are different, for CSF 11, 

the overall performance is 4.3 (green); CSF 12 shows the 

performance 4.17 (green); while CSF 13 is 3.67 (yellow) 

which defined as below satisfactory. The overall stage 

performance, shown in Table 9, is 4.03 which reach 

satisfactory level. 

Stage 2 (CERP Selection), which present in Table 10, 

focused on how the CERP system selected. CERP and 

implementation partner’s capability (14) shows the score of 

4.33 indicated efficient financial planning. CSF 15 (balanced 

evaluation team) with score 4.06, demonstrated proactive 

measures team evaluation. Identification of organizational 

needs (CSF 16) counted score of 4.27 that ensured the suitable 

CERP system based on company’s necessity.  

Stage 3 focuses on CERP implementation and deployment, 

ensuring financial control and employee readiness (Table 11). 

CSF 17 performance reach 4.43 point which means the 

implementation cost of company 1 was well-handled, 

indicating budget efficiency. CSF 18 which indicates the 

change management reach the score of 4.0 (satisfactory), 

demonstrating that employees adapted well to the new system. 

While CSF 19 that consider sufficient resources to be trained, 

counted 4.78 point, showing a strong commitment to preparing 

employees for the transition [17]. 

Stage 4 (Final preparation) indicates post-implementation 

support that was well-established in company 1, ensuring 

smooth CERP operation. CERP Support & Training (CSF 20) 

(4.2639) showed that employees received necessary 

assistance. While CSF 21 with the best performance 4.15 was 

reach most satisfactory level compared to other CSF, 

reflecting a stable system infrastructure. Performance 

monitoring (CSF 22) score is 4.39 (shown in Table 12) 

reinforced continuous using and monitoring, ensuring that the 

implementation performance is on point [31]. 

Stage 5 represents live run implemented in company 1 

successfully transitioned to full CERP operation, achieving 

satisfactory results. CSF 23 with score 4.16 indicated 

improved service quality. While system operation efficiency 

(CSF 24) counted for 4.20, as mentioned on Table 13, reflected 

enhanced performance and reduced errors. CSF 25 

demonstrated that employees adapted well. 

This PAW examination will form a dataset containing key 

features such as CSFs, CSF Weight, CSF Performance, and 
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CSF Status (Table 14). These features will be utilized for 

classification and prediction of CERP success. Each CSF has 

a weight, representing its importance, and a performance 

score, reflecting its effectiveness. 

Feature “status” is the target variable, where a "Green" 

status indicates satisfactory performance (≥4.000), "Yellow" 

signifies below satisfactory performance (3.0-3.9), while 

“Red” (<3.0) is considered as failed. This study extends 

beyond Company 1, involving 20 companies, but considering 

the compact paper, only Company 1's data is shown here in 

Table 14. This kind data will be processed to handle outliers 

and missing values [44] for having a good performance and 

accuracy. Right after that, the data will be process on ANN 

and RF to find the most suitable algorithms for the data’s 

classification.

 

Table 11. Performance assessment stage 3 

 

CSFs 
Stage 3 

KPI 

KPI 

Weight 

User 

Asmt 

Weighted 

KPI Score 

CSF 

Weight 
CSF Perf. Status 

Implementation cost 

17a 0.1390 4 0.5560 0.4500 4.4356 Green 

17b 0.1150 4 0.4600    

17c 0.0810 5 0.4050    

17d 0.0680 5 0.3400    

17e 0.0470 5 0.2350    

Change management 

18a 0.1100 4 0.4400 0.2510 4.0000 Green 

18b 0.0750 4 0.3000    

18c 0.0660 4 0.2640    

Sufficient Training Resources 

19a 0.1510 5 0.7550 0.2990 4.7860 Green 

19b 0.0840 5 0.4200    

19c 0.0640 4 0.2560    

Sum of Weights 1,0000   1.0000   

Stage performance   4.4310    

 

Table 12. Performance assessment stage 4 

 
CSFs Stage 4 KPI KPI Weight User Asmt. Weighted KPI Score CSF Weight CSF Perf. Status 

CERP support & training 

20a 0.1170 4 0.4680 0.2960 3.9831 Yellow 

20b 0.0920 3 0.2760    

20c 0.0870 5 0.4350    

IT & Data management 
21a 0.1530 5 0.7650 0.2660 4.1504 Green 

21b 0.1130 3 0.3390    

Performance Monitoring 

22a 0.1420 4 0.5680 0.4380 4.3699 Green 

22b 0.1340 4 0.5360    

22c 0.1620 5 0.8100    

Sum of Weights 1,0000   1.0000   

Stage performance   4.1970    

 

Table 13. Performance assessment stage 5 

 

CSFs 
Stage 5 

KPI 

KPI 

Weight 

User 

Asmt. 

Weighted 

KPI Score 

CSF 

Weight 
CSF Perf. Status 

Positive Customer Satisfaction 

23a 0.1180 4 0.4720 0.3000 4.6067 Green 

23b 0.1020 5 0.5100    

23c 0.0800 5 0.4000    

System Operation Efficiency 

24a 0.1400 4 0.5600 0.5000 3.7400 Yellow 

24b 0.1300 3 0.3900    

24c 0.1100 4 0.4400    

24d 0.1200 4 0.4800    

Employee Productivity and 

satisfaction 

25a 0.1000 5 0.5000 0.2000 4.2000 Green 

25b 0.0600 3 0.1800    

25c 0.0400 4 0.1600    

Sum of Weights 1,0000   1.0000   

Stage performance   4.0920    

 

Table 14. Sample dataset of company 1 

 
Company CSFs CSF Weight CSF Performance Status 

Company 1 Top Mgt. Support 0.495 4.313 Green 

Company 1 Effective Communication 0.850 4.177 Green 

Company 1 Employee Competence 0.420 3.679 Yellow 

Company 1 CERP and Implementation Partner’s Capability 0.314 4.449 Green 

Company 1 Balanced Evaluation Team 0.326 4.653 Green 

Company 1 Identification of Organizational Needs 0.360 4.000 Green 

Company 1 Implementation Cost 0.450 4.436 Green 

Company 1 Change Management 0.251 4.000 Green 
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Company CSFs CSF Weight CSF Performance Status 

Company 1 Sufficient Training Resources 0.299 4.786 Green 

Company 1 CERP Support & Training 0.296 3.983 Yellow 

Company 1 IT & Data Management 0.266 4.150 Green 

Company 1 Performance Monitoring 0.438 4.369 Green 

Company 1 Positive Customer Satisfaction 0.300 4.607 Green 

Company 1 System Operation Efficiency 0.500 3.740 Yellow 

Company 1 Employee Productivity and Satisfaction 0.200 4.200 Green 

3.4 Processing the data with ANN and RF models 

 

Preprocessing steps are performed to clean and standardize 

the data. This includes handling missing values, normalizing 

numerical variables, and encoding categorical data. The target 

variable will be the status which represents CSF performance. 

However, the distribution of this target variable is imbalanced, 

with the "Red" (failure) category significantly 

underrepresented compared to "Green" (satisfactory) and 

"Yellow" (below satisfactory). This imbalance poses a serious 

challenge for machine learning models, as it can lead to biased 

predictions that ignore rare but critical failure cases. To 

address this issue, the Synthetic Minority Over-sampling 

Technique (SMOTE) is applied [35] during pre-processing. 

Thus, both ANN and RF models are exposed to a more 

balanced dataset, enhancing classification accuracy and 

robustness, particularly in identifying implementation failures. 

Following these preparations, the dataset is ready for training 

using ANN and RF approach, allowing for the identification 

of key CSFs that influence CERP success and providing 

insights into areas requiring improvement [45]. 

 

3.5 Evaluation results 

 

The evaluation results comparing the ANN and random 

forest models demonstrate a significant performance gap 

across multiple classification metrics.  

Table 15 presents the model evaluation score. RF 

outperforms ANN across all evaluation metrics, 

demonstrating its superior predictive capability in the given 

context. Specifically, the RF model achieved an accuracy of 

0.849, F1-score of 0.845, precision of 0.857, and recall of 

0.849. These values indicate that the RF model maintains a 

balanced trade-off between precision and recall while 

achieving high overall correctness in predictions. Conversely, 

the ANN model yielded an accuracy of 0.765, F1-score of 

0.762, precision of 0.766, and recall of 0.765, reflecting a 

consistently lower performance. The reduced scores suggest 

that ANN model is less effective in learning and generalizing 

the underlying patterns of the dataset. 

 

Table 15. Model evaluation score 

 
Model Accuracy F1 Precision Recall 

Random Forest (RF) 0.849 0.845 0.857 0.849 

Artificial Neural 

Network (ANN) 
0.765 0.762 0.766 0.765 

 

Table 16. Confusion matrix of ANN 
 

Predicted 

 Green Red Yellow  

Actual 

Green 85.4 15.5 25.1 126 

Red 7.5 93.6 23.9 125 

Yellow 25.1 33.3 61.6 120 

 118 142 111 371 

 

Table 16 illustrates the distribution of classification results 

of ANN across three classes. The diagonal elements (85.4, 

93.6, and 61.6) represent the correctly classified instances for 

classes: ‘green’, ‘red’, and ‘yellow’ respectively, while the off-

diagonal elements denote misclassifications. Notably, the 

model shows relatively strong performance in classifying class 

‘red’ instances, with 93.6 correctly predicted out of 125, 

corresponding to a high true positive rate. However, the model 

demonstrates a notable degree of confusion between classes 

‘green’ and ‘yellow’. For example, 25.1 instances of ‘yellow’ 

were misclassified as green, and 25.1 instances of ‘green’ were 

misclassified as ‘yellow’. Similarly, a considerable number of 

class 2 instances (33.3) were predicted as class 1, indicating 

overlap in feature representation between these categories. 

The total number of instances across all classes is 371, and the 

class distribution appears relatively balanced (126, 125, and 

120 for green, red, and yellow respectively).  

The confusion matrix of the RF model (Table 17) 

demonstrates the classifier’s ability to distinguish among the 

classes. Correct classifications are observed along the 

diagonal, with 54.0 instances correctly identified as ‘green’, 

56.5 as ‘red’, and 44.6 as ‘yellow’. The model shows relatively 

strong performance in identifying ‘red’, achieving the highest 

number of true positives among the three categories. However, 

notable misclassifications occur, particularly between ‘green’ 

and ‘yellow’, as indicated by 38.4 ‘green’ instances 

misclassified as ‘yellow’ and 38.9 ‘yellow’ instances predicted 

as ‘green’. Additionally, ‘red’, despite having the highest true 

positives, still exhibits confusion with both ‘green’ and 

‘yellow’ categories, as seen in 32.5 and 36.0 

misclassifications, respectively. 

The dataset used in this analysis was balanced using the 

SMOTE, ensuring an approximately equal distribution across 

all classes. Overall, while the RF exhibits some degree of 

misclassification, it maintains a stronger discriminative 

capacity ANN, these results reinforce the previous evaluation 

metrics and support the selection of the RF model as the more 

reliable classifier in this context. The ROC curve and 

performance curve provided to gain visual insight [46]. 

ROC curve compares model performance across three 

different class labels. The x-axis represents the False Positive 

Rate (1 - Specificity), while the y-axis shows the True Positive 

Rate (Sensitivity). The ROC curve illustrates the diagnostic 

ability of the classification models at various threshold 

settings, and the closer the curve follows the top-left corner of 

the plot, the better the model’s discriminatory capability. 

 

Table 17. Confusion matrix of random forest 

 
Predicted 

 Green Red Yellow  

Actual 

Green 54.0 33.6 38.4 126 

Red 32.5 56.5 36.0 125 

Yellow 38.9 36.5 44.6 120 

 125 127 119 210 
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The orange and green lines likely represent the ROC curves 

of two models under comparison, RF and ANN, respectively. 

In all three subplots present on Figure 3, the ROC curves for 

the Random Forest model (orange) consistently outperform 

those of the ANN (green), as indicated by the higher trajectory 

toward the top-left corner. This suggests that the Random 

Forest model achieves a better trade-off between sensitivity 

and specificity for all classes. The annotated points on the 

curves denote threshold values with corresponding sensitivity-

specificity balances. 

Figure 4 displays the Precision-Recall (PR) curves for two 

models: RF (orange) and ANN (green), evaluated across three 

datasets. It reveals that the RF model outperforms the ANN, 

even when operating at a lower probability threshold. Despite 

these lower thresholds, RF maintains higher precision and 

recall, indicating its ability to confidently identify positive 

cases without a significant increase in false positives. In the 

first plot, the Random Forest achieved a threshold of 0.438 

while ANN had 0.761; both models maintained high precision 

across most recall values, but RF consistently outperformed 

ANN in balancing recall and precision, indicating fewer false 

positives at higher confidence levels. In the second plot, the 

thresholds were 0.451 (RF) and 0.808 (ANN), again showing 

that RF retained higher precision as recall increased. In the 

third comparison, thresholds were 0.372 (RF) and 0.511 

(ANN), with Random Forest again demonstrating more stable 

performance. 

 

 
 

Figure 3. ROC curve diagram 
 

 
     (a)                                                                                                 (b) 

 
(c) 

 

Figure 4. Precision-Recall (PR) curve 
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4. CONCLUSIONS 

 

The successful implementation of CERP systems is critical 

for organizations aiming to enhance operational efficiency, 

reduce costs, and support digital transformation. However, 

high failure rates in ASEAN pose a significant challenge, 

underscoring the need for data-driven approaches to mitigate 

risks and improve adoption success. This study provides 

solutions to the problem by assessing CSFs as key 

determinants of CERP implementation success. The research 

follows a structured, multi-stage approach by identifying CSFs 

based on KPIs using the Delphi method and the Dempster-

Shafer combination method in the first. Subsequently, a 

weighting process is conducted through user feedback scores 

at each stage to categorize success levels: satisfactory (>4), 

below satisfactory (3.0-3.9), and failure (<3.0), marked with 

green, yellow, and red labels, respectively. Classification 

analysis is conducted using ANN and RF models, determining 

success labels. The study finds that RF significantly 

outperforms ANN, with accuracy (0.849; 0.765), F1-score 

(0.845; 0.762), precision (0.857; 0.766), and recall (0.849; 

0.765). Additionally, confusion matrix, ROC, and AUC results 

further demonstrate RF’s superior predictive capability. 

Through this research, the identification of CSFs through 

qualitative analysis or statistical modeling, combined with the 

integration of machine learning techniques, enhances 

decision-making by providing data-driven insights and 

actionable recommendations, ultimately improving 

assessment classification for CERP implementation. 

This study introduces a methodological integration of CSF 

determination and success classification using an ANN and RF 

approach, offering a more precise evaluation of CERP 

implementation success at various stages. This enables a more 

precise evaluation of CERP implementation success at various 

stages, offering insights beyond conventional assessment 

methods. From an academic perspective, this study enhances 

the understanding of CERP success prediction by validating 

RF as a more accurate model compared to ANN. In practical 

applications, organizations can utilize RF-based CSF 

assessments to predict CERP implementation success by 

analyzing past patterns (historical data), thereby improving 

decision-making and minimizing failure rates in future 

implementations. However, this study is limited by the dataset, 

which was restricted to a specific regional and sectoral 

context. Additionally, the dataset exhibited class imbalance, 

which may have influenced the performance of the predictive 

models and potentially biased the results. This may affect the 

generalizability of the findings across other industries or 

geographic regions. Future research should involve larger and 

more diverse datasets, explore more varied industries and 

regions to further enhance prediction robustness and support 

broader CERP adoption strategies. 
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