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 As known to us, tremendous efforts have been made to exploit information from borrower's 

credit for loan evaluation in P2P lending, but seldom researches have explored information 

from investors and borrowers. To this end, we propose an integrated loan evaluation model 

that exploits and fuses multi-source information from both the borrower and the investor for 

improving investment decisions in P2P lending. First, based on the borrower's credit, we build 

a kernel-based credit risk model to quantitatively evaluate each loan. Second, we build an 

investor composition model that exploits information from the investor's investment behavior 

for loan evaluation. Then, based on the above two quantitative models and correlation, we 

define a multi-kernel weight and develop an integrated loan assessment model that can 

evaluate a loan with both the return and risk. Furthermore, based on the integrated information 

loan evaluation model, we formalize the investment decisions in P2P lending as a portfolio 

optimization problem with boundary constraints to help investor make better investment 

decisions. To validate the proposed model, we perform extensive experiments on the real-

world data from the world's largest P2P lending marketplace. Experimental results reveal that 

the integrated loan evaluation model can significantly enhance investment performance 

beyond the existing model in P2P market and other baseline models. 
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1. INTRODUCTION 

 

Peer-to-peer (P2P) lending platform is a novel online 

market for consumers’ debt where individuals can directly 

lend to and borrow from each other in absence of the 

traditional intermediation. Borrowers describe the total 

amount of money needed and provide information about their 

current financial situation to generate listings. Then lenders 

offer the amount they would like to provide with an interest 

rate based upon these listings. Once the amount requested by 

one listing is collected from lenders within the specified time, 

this listing will become a loan. Different from traditional 

banks, P2P lending has several new properties in the following 

aspects. First, the investment relation in P2P lending is a 

many-to-many investment relation. To reduce risk, a lender 

will diversify his investment by allocating money on many 

different loans, and a loan can gain investments from different 

lenders. Moreover, P2P lending markets have provided large 

amounts of public real-world P2P lending transaction data. It 

is possible to track all activities of each participant and make 

good use of such data. All of these have enabled new research 

opportunities, especially on how to accurately evaluate a loan 

for making effective investment decisions. 

In P2P lending marketplace, investors not only need to 

decide which loans to fund, but also how much money to 

allocate to each of them, which minimizes risk for a given 

expected return. While this feature presents as a typical 

portfolio optimization problem, it is very challenging to 

accurately assess the expected return and credit risk of each 

individual loan, which will serve as necessary input for 

portfolio optimization. To this end, tremendous efforts have 

been made to exploit information from borrowers’ credit for 

loan evaluation and investors behavior information separately. 

Few attempts have been made to integrate the two sources 

information. In this study, we study how to integrate two 

information sources from the two aspects of investor 

composition and borrower credit to establish a comprehensive 

loan evaluation model for P2P lending quantitative investment 

decisions.  

We introduce a multi-kernel loan evaluation model that can 

effectively integrate two information sources through a kernel-

based information fusion method. Specifically, we first use the 

mathematical framework of kernel regression to convert two 

information sources into two kernel weights, in which the 

investor kernel weight is calculated according to the investor 

composition score distance in the investor portfolio model, and 

the borrower kernel weight is calculated according to the loan 

default distance in the instance-oriented credit risk model. 

Secondly, we integrate the two kernel weights into a unified 

multi-kernel weight based on the correlation coefficient 

between the historical loan performance and the predicted 

performance using two information sources. In addition, we 

establish a multi-kernel loan evaluation model with multi-

kernel weights, which predicts the return of each loan as the 

weighted average of similar loans, and the risk as the weighted 

variance. Finally, based on the multi-kernel loan evaluation 

model with expected returns and risks, we propose a 

quantitative investment decision algorithm based on modern 

portfolio theory. To validate our model, we conduct extensive 

experiments on real-world data from the world's largest P2P 

lending market. The experimental results show that compared 

with the existing model and other baseline models in P2P 

market, the proposed loan evaluation model integrating two 

information sources can significantly improve the investment 
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performance. 

The rest of this paper is organized as follows. Section 2 

outlines the related work. Section 3 describes the operation of 

two information sources in P2P lending. In section 4, we 

construct a multi-kernel loan evaluation model to enhance 

investment decisions. Section 5 presents experiments on actual 

data to verify the validity of the proposed model. Finally, 

section 6 summarizes this work. 

 

 

2. RELATED WORK 

 

2.1 P2P lending 

 

In recent years, P2P lending has been introduced as a new 

e-commerce phenomenon in the financial field [1-4]. There 

exist substantial literatures studied the social aspects of P2P 

lending. Lin et al. [5] found that the online friendships of 

borrowers’ act as signals of credit quality. Friendships increase 

the probability of successful funding, lower interest rates on 

funded loans. Liu et al. [6]; Faia and Paiella [7] also 

encountered in the literature. Duarte et al. [8] studied the role 

of appearance in peer-to-peer lending and argued that 

borrowers who appear more trustworthy have higher 

probabilities of having their loans funded. Lin and 

Viswanathan [9] found evidence that home bias exists in P2P 

lending market and showed that rationality-based explanations 

cannot fully explain such behavior Chen et al. [10] examined 

higher education level will lead to lower interest rates and 

lower risk of default in P2P lending platform. Dorfleitner et al. 

[11] concluded that the soft information (spelling errors, text 

length etc.) influence the funding probability and probability 

of default. On the other hand, researchers also studied the 

economic aspects of P2P lending extensively. Wei and Lin 

[12] studied the market mechanisms in online P2P lending and 

found that under platform-mandated posted prices, loans are 

funded with higher probability, while loans funded under 

posted prices are more likely to default. Zhao et al. [13] 

proposed a focused study on market state modeling to discern 

the hidden market states of the listings in online P2P lending. 

Redmond and Cunningham [14] revealed the unprofitability of 

arbitrage in P2P lending market. Rigbi [15] found that higher 

interest rate caps increase the probability that a loan will be 

funded. These studies provide a foundation for the successful 

development of this emerging marketplace. 

Among all the information provided by the participants, 

researchers devoted their efforts to the study of effective 

methods which can help the participants achieve their goals. 

From borrower’s perspective, researchers aimed to find 

determinants of the success of a loan and develop decision 

support systems to help borrowers optimize their decisions, 

such as requested amount and interest rates [16-18]. When 

considering the lenders’ perspective, researchers investigated 

lender’s investment decision making and bidding behavior. 

For example, Herzenstein et al. [19] evidenced that lenders 

have a greater likelihood of bidding on an auction with more 

bids. Puro et al. [20] defined and identified bidding strategies 

for lenders and Herzenstein et al. [21] found that unverifiable 

information affects lending decisions above and beyond the 

influence of verifiable information. Researchers proposed 

some methods on how lenders screen the loans, such as profit 

scoring system [22], decision support tool [23], random forest 

based classification method etc [24]. Existing studies provided 

valuable insights into how lenders screen and select loans, and 

succeed in bidding. 

 

2.2 Loan evaluation and decision making 

 

Risk assessment and decision making are the main tasks for 

participants in the P2P lending marketplace, where traditional 

loan evaluation model can be used. Many analytical 

techniques have been proposed to distinguish good loan 

applications from bad applications. For instance, logistic 

regression [25], linear discriminate analysis [26], and k-

nearest neighbor (KNN) classifiers [27], classification tree 

[28-29], markov chain [30-31], survival analysis [32], linear 

and nonlinear programming [33], neural networks [34-35], 

Support Vector Machines (SVMs) [36-38], genetic methods 

[39-41] and so on. Hybrid approaches include fuzzy systems 

and neural networks [42], fuzzy systems and support vector 

machines and neural networks and multivariate adaptive 

regression spines [43]. For ensemble models, the neural 

network ensemble is a typical example. Hill and Ready-

Campbell [44] found that user-generated content is an 

acceptable indicator in which crowd wisdom can be used to 

identify good stocks and provide a genetic algorithm to learn 

the appropriate contributions of independent users through the 

use of observed past individual performance. 

All proposed models mentioned above has been proved that 

they can effectively enhance investors’ decision in the 

appropriate context. Most of them are classification methods 

which aim to help investors distinguishing good loans and bad 

loans by dividing the loans into different rated groups. Since 

investors aim to assess the expected return and credit risk of 

each individual loan accurately, this feature may be too coarse 

to meet the needs of personal investors in P2P lending. Hence, 

there remains the need of effective decision support for 

personal investors to select a subset of investments and 

determination of optimal amounts to put forward in each of 

them. 

 

2.3 Information fusion 

 

Information fusion is a formal framework which used as a 

tool for the alliance of data originating from different sources. 

It aims at obtaining information of greater quality [45]. This 

technique originated in the field of military at the beginning of 

the eighties and is widely used in different fields with different 

goals, such as dimensionality reduction, precision and 

certainty etc [46]. Mathematical tools play an important role 

in data fusion and many kinds of theories are used by scientists 

in the information fusion field, such as probability theory [47], 

neural networks [48-49] and fuzzy subset theory [50-52] and 

evidence theory [53-54]. 

In this study, we apply the mathematical framework of the 

multi-kernel regression to extract the regression coefficient as 

the optimal weighting for credit risk assessment. Kernel 

regression [55-56] is a non-parametric technique in statistics 

to estimate the conditional expectation of a random variable. 

Multiple kernel learning (MKL) method was originally 

proposed in the field of bioinformatics which is used to 

synthesize information from disparate types of genomic data 

[57-58]. Gnen and Alpaydin [59] gave a review several 

multiple kernel learning algorithm and perform experiments 

on real datasets for better illustration and comparison of 

existing algorithms. Noble [60] reviewed the state of the art 

with respect to SVM applications in computational biology 

and groups the method of data fusion into the intermediate 
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combination, the early combination, and the late combination 

methods. 

The lending of money is traditionally handled by financial 

institutions. However, individual lenders bid on unsecured 

microloans sought by other individual borrowers and P2P 

lending is characterized by unique uncertainty and risk 

accordingly. In order to reduce the uncertainty arising from 

P2P lending, lenders should make fully use of all the market 

information. On the one hand, as is widely recognized, 

borrower credit information plays an important role in loan 

evaluation. On the other hand, lender information is shown to 

be useful for indicating loan values. Specifically, Luo et al. [61] 

found that investor composition is a powerful screening tool 

of valuable loans. However, it remains unclear how to put 

lender and borrower/loan information together to guide 

personal investors’ selection of investments more effectively. 

To the best of our knowledge, there is no existing work to 

build multi-kernel information fusion loan evaluation models, 

which combine both borrower credit information and investor 

composition information to quantitatively evaluate a loan for 

making better investment decisions in P2P lending. In this 

study, we use multiple kernels instead of selecting one specific 

kernel function and its corresponding parameters to propose a 

multi-kernel loan evaluation model for investment decisions 

in P2P lending. 

 

 

3. OPERATIONALIZATION OF TWO INFORMATION 

SOURCES IN P2P LENDING 

 

In this section, we explain the operationalization of two 

information sources in P2P lending. We first introduce two 

information sources in P2P lending which are fused to help 

investors enhance their investment decisions. To be specific, 

we take borrower credit information and investor composition 

information into consideration and then we describe the 

operationalization of the two sources information respectively 

before information fusion 

 

3.1 Two information sources in P2P network 

 

Different from traditional banks, individuals are allowed to 

lend to and borrow from each other directly through P2P 

lending online platform. In a P2P lending marketplace, the 

borrower applies for a loan, called listing, and other people are 

allowed to bid on it. A listing automatically becomes a loan 

when certain criteria are satisfied. Typically, a lender would 

like to spread his money across many different loans to reduce 

risk through diversification, and as a result, a loan is usually 

funded by many lenders. 

 

 
 

Figure 1. Information sources in P2P network 

Considering investors, loans, and their relation (i.e. the 

actual amount invested), the P2P lending marketplace can be 

modeled as a bipartite investment network that represents a 

typical many-to-many investment relationship. The 

information sources in P2P investment networks can be 

grouped into two categories as shown in Figure 1: the 

borrower's credit information of loans and the investment 

information of investor. 

The borrower's credit information of loans has been 

considered as the most important information source to assess 

the risk of loan. Tremendous efforts have been made to 

establish credit records for loan evaluation in traditional bank 

industries. To help lenders reduce risk, Prosper, the most 

advanced P2P lending platform, provides the rating of each 

loan based on the borrower's credit information such as loan 

amount, borrower's credit and so on. This process is similar to 

traditional commercial banks evaluating the risk levels of 

businesses. Therefore, loans are divided into seven groups, 

each group with the same risk. We call such a model rating-

based model (R-model). 

However, the information from investors remains under-

explored for improving investment decisions in P2P lending. 

For many-to-many investment relationships in the P2P lending 

market, different investors can have different investment 

preferences, and different loans could be funded by different 

types of investors. We define the group of investors who 

invested on the same loan as the Investor Composition of the 

loan. In Figure 1, the investor compositions 𝐶2 = {𝑢1, 𝑢2, 𝑢3}  

and 𝐶3 = {𝑢3, 𝑢4, 𝑢5} correspond to two different loans 𝑣2 

and 𝑣3. It is obvious that each investor composition contains a 

different combination of investors, who may have different 

investment histories. The group of investors who invest in this 

loan may exhibit certain characteristics, some of which can be 

quantified by various statistics. Therefore, it is promising to 

exploit investor composition for improving investment 

decisions in P2P lending. 

 

3.2 Operationalization of lender information 

 

Actually, composition analysis has been widely used in 

finance and economics, Luo et al. developed an investor 

composition analysis model based on the past investment 

behavior of an investor. For a P2P lending platform which has 

m investors U = {𝑢1, 𝑢2, 𝑢3, … , 𝑢𝑚} , n investees and V =
{𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑚} , E = {𝑒11, 𝑒12, … , 𝑒𝑖𝑗 , … , 𝑒𝑚𝑛}  are the 

edges connecting them, the composition of investor 

performance 𝐶𝑅𝑗 is calculated as follows: 

 

j

1

m

ij i

i

CR R
=

=                             (1) 

 

where, 𝜆𝑖𝑗 =
𝑒𝑖𝑗

∑ 𝑒𝑖𝑗
𝑚
𝑖=1

 is the investees' investment weight, 𝑅𝑖 =

∑ 𝑤𝑖𝑗𝑅𝑗
𝑛
𝑗=1  is the past investment performance of an investor 

and 𝑤𝑖𝑗 =
𝑒𝑖𝑗

∑ 𝑒𝑖𝑗
𝑛
𝑗=1

 is the investors' investment weight. 

The composition of investor risk preference 𝐶𝑃𝑗 is given as 

follows: 

 

2 2

,

1 1

( 2 ( ))
m m i

j ij i ik ik i i k i i k

i k

CP P J PP  
−

+ +

= =

= +         (2) 
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where, 𝑃𝑖 = √∑ 𝑤𝑖𝑗
𝑛
𝑗=1 (𝑅𝑗 − 𝑅𝑖)

2
 is the investment risk 

preferences, 𝐽𝑖𝑘 =
𝐷𝑖𝑘

𝐷𝑖+𝐷𝑘−𝐷𝑖𝑘
 is the correlation between 

investors 𝑢𝑖 and 𝑢𝑘. 

Therefore, the investor composition score 𝐶𝑆𝑗 is defined as 

the ratio of 𝐶𝑅𝑗 and 𝐶𝑃𝑗: 

 

j

j

j

CR
CS

CP
=                                      (3) 

 

The score of investor composition 𝐶𝑆𝑗 is a comprehensive 

investor composition index that describes the composition of 

investor performance 𝐶𝑅𝑗 and risk preferences 𝐶𝑃𝑗. 

 

3.3 Operationalization of borrower information 

 

The investors make their choices by capturing the risk of 

default in P2P lending. Individual investors bear the credit risk 

and suffer a severe problem of information asymmetry. On the 

one hand, borrowers are better informed than lenders of their 

ability and willingness to repay. On the other hand, lenders, 

unlike financial institutions, are not expert in dealing with risk 

assessment and have inadequate historical information to 

predict borrowers’ behavior. 

To reduce the information asymmetry suffered by lenders, 

transaction platform provides information on borrower’s 

characteristics and loan’s details. Ravina [62] has studied the 

effect of personal characteristics in P2P lending sites, finding 

that beauty, race, age, and other personal characteristics are 

taken into account by lenders. Pope and sydnor [63] found 

evidence of significant racial disparities and Gonzalez and 

Loureiro [64] studied the effect of photographs in lending. 

Serrano et al. [65] concluded that loan characteristics (such as 

loan purpose and loan amount), borrower characteristics (such 

as current housing situation, annual income), Credit history (a 

record of a consumer’s ability to repay debts), and personal 

indebtedness is related to the probability of default in P2P 

lending. Some influential indices are listed in Table 1. 

 

Table 1. Index and description 

 
Index Description 

Amount Funded The sum of bid amounts or requested amount if fully funded 

Amount Requested The amount requested in the listing 

Bid Count The number of bids on this listing 

Borrower City The home city of the borrower 

Borrower Starting Rate The starting rate of the listing 

Credit Grade The credit grade of the borrower AA-HR 

Income The annual income range of the borrower 

Debt-to-Income Ratio The debt-to-income ratio of the borrower 

Is Borrower Homeowner Specifies if the borrower is a verified homeowner 

Amount Delinquent The amount delinquent at the time the listing was created 

Inquiries Last 6 Months The number of inquiries in the last 6 months 

Delinquencies Last 7 Years The number of delinquencies in the last 7 years 

Employment Status The employment status of the borrower 

 

There are several statistical techniques for default 

prediction, such as discriminant analysis, logistic regression, 

neural networks or classification trees, among others. These 

methods can be divided into two categories: statistical and 

judgmental [66]. The judgmental approach assigns 0 to 

defaulted loans and 1 to non-defaulted loans. While statistical 

approach provides the probability of default. The logistic 

regression is a well-established technique employed in 

evaluating the probability of occurrence of a default [67]. A 

default likelihood prediction model 𝑃  transforms attributes 

describing a loan into a default likelihood score: 

 

( )i ip P X=                                    (4) 

 

where, 𝑋𝑖  is the observation of loan 𝑖′s attributes, which is 

another source of information in P2P lending described in 

Figure 1. The default likelihood prediction model 𝑃 can be any 

prediction model. Consider a logistic regression model as 

follows: 

 

'
0( )

1

1 i
i X

p
e

 − +
=

+
                              (5) 

 

where, β = {𝛽1, 𝛽2, … , 𝛽𝑑}  and 𝛽0  are the coefficients to be 

estimated in the model. For support vector machines, 𝑃 can be 

the distance to the margin. 

Overall, we could predict a loan default likelihood through 

logistic regression, which is simple but too coarse to meet the 

accuracy needs of loan evaluation in P2P lending. Therefore, 

we propose a novel idea to combine borrower and investor 

information together to enhance the investment decision 

making in P2P lending. 

 

 

4. MULTI-KERNEL BASED LOAN EVALUATION 

MODEL FOR INVESTMENT DECISION 

 

In this section, we describe the multi-kernel-based loan 

evaluation model which fuses the borrower credit information 

and investor composition information. First, we construct the 

framework of two sources information fusion. And then we 

explain our model in detail, which could accurately assess the 

credit risk and expected return of each individual loan for P2P 

lending. Finally, the risk and return of each loan are served as 

input for portfolio optimization. 

 

4.1 Framework of information fusion in P2P lending 

 

As shown in Figure 1, both borrower's credit information 

and investor composition information are the important 

information sources in a P2P network for loan evaluation. 

However, a key problem is how to integrate the two types of 

information to develop a unified loan evaluation model for 
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decision making in P2P lending. 

In this subsection, we introduce the statistical framework of 

multi-information fusion in Figure 2: a multi-kernel 

information fusion model (MKL). This method is applied to 

kernel method which is a non-parametric estimation method. 

Kernel function could make the raw data to get a better 

expression by mapping the raw features into new feature space 

and, consequently, improve the classification accuracy or 

prediction accuracy significantly. More worth mentioning is 

that multi-kernel information fusion model is referred to as 

intermediate integration where a heterogeneous kernel is used 

in which the kernel values for each type of data are pre-

computed separately, and the resulting values are added 

together. 

 

 
 

Figure 2. Framework of multi-information fusion 

 

There can be two advantages of MKL in our study: firstly, 

the two types of information come from heterogeneous 

sources with different characteristics. Using one specific 

kernel can easily become a source of bias and it is better to use 

a combination of different kernels which correspond to 

different notions of similarity. Secondly, MKL in our research 

is a kind of intermediate combination method which trades off 

making too many independence assumptions versus allowing 

too many dependencies. Bayesian method, as a mathematical 

tool, is also widely used in information fusion technique. 

However, in this method, sources are considered as 

independent and it is difficult to identify the probability 

distribution. 

The schematic diagram of multi-kernel information fusion 

model is shown in Figure 2. In this model, the borrower's 

information and the investor composition information are 

processed separately and converted to two kernel weights 

based on two information sources. Then, two correlation 

coefficients between the two information sources and the 

historical performance of the loans are computed. Furthermore, 

the model integrates two kernel weights and two correlation 

coefficients into a multi-kernel weight to build a unified loan 

evaluation model. 

 

4.2 Introduce kernel regression into P2P lending 

 

Kernel regression is a statistical technique used to estimate 

the conditional expectation of a random variable. In our 

research, kernel regression can extract weights of past loans 

and thus make a joint assessment of return and risk of each 

loan, which can meet the characteristics of P2P lending: 

crowdfunding, small amount and high risk. 

There exist large amounts of loans which are completed and 

kernel weight can evaluate the similarity between the objective 

loan and these historical loans in defined feature space. Kernel 

weight usually takes a general form: 
𝐾(

𝑥−𝑥𝑖
ℎ

)

∑ 𝑘(
𝑥−𝑥𝑖

ℎ
)𝑛

𝑖=1

, 

the 𝑥𝑖  and 𝓍 represent the feature vector of historical loan and 

objective loan respectively, we will describe how to identify 

the kernel weight in detail in 4.3. 

In general, suppose that each loan is evaluated on two 

dimensions, X and Y, where X is the independent variable and 

Y is the dependent variable. The observations of n neighboring 

instances are {(𝑥𝑖 , 𝑦𝑖)|𝑖 = 1,2, … , 𝑛}.Then the estimation of 

the outcome y for the loan under study is: 
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1
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ˆ ( )

( )
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i

ii

n i

i

x x
K y

hy f x
x x

K
h

=

=

−

= =
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                    (6) 

 

here, K(∙) is a kernel function that is usually considered as a 

Gaussian function, thus, assigning more weights to 

observations closer to $x$ and less weights to those farther 

away. The h>0 is a bandwidth parameter that determines the 

proportion of local and remote information used in the sum. 

And the optimization method of h is consistent [68]. 

 

4.3 Weight identification in P2P lending loan evaluation 

 

In this subsection, we introduce a multi-kernel loan 

evaluation model that combines both the borrower's credit 

information and investor composition score using the multi-

kernel method. 

First, in order to quantify the distances among loan 

instances, the default likelihood distance between loans i and j 

is defined as: 

 

ij i jdb p p= −                                (7) 

 

where, 𝑝𝑖  and 𝑝𝑗 are the probabilities of default for loans i and 

j, computed by Equation 5 respectively. Then, we convert the 

distance into 𝑤𝑏𝑖𝑗  computed by Equation 8 as the borrower 

weight: 

 

1

( )

( )

ij

ij
n ij

i

db
K

hwb
db

K
h=

=



                            (8) 

 

similarly, for given loans' investor composition scores 𝐶𝑆𝑖and 

𝐶𝑆𝑗, we define the investor composition distance 𝑑𝑐𝑖𝑗  as: 

 

ij i jdc CS CS= −                            (9) 

 

where, 𝐶𝑆𝑖  and 𝐶𝑆𝑗  are defined in section 3.2. Then, we 

convert the composition information scores to investor 

composition distance 𝑑𝑐𝑖𝑗  in Equation 9 and the investor 

weight 𝑤𝑐𝑖𝑗  based on the kernel regression method as follows: 

 

1

( )

( )

ij

ij
n ij

i

dc
K

hcwc
dc

K
hc=

=


                            (10) 

 

where, K(∙) is a kernel function and hc the investor band-width. 

The investor bandwidth hc is chosen to minimize CV(hb) in 

the following: 
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2

1

1 ˆ
n

i i i

i

CV hb f x y
n

−

=

= −                  (11) 

 

where, 𝑓−𝑖(𝑥𝑖) is the leave-one-out estimation of 𝑓(𝑥𝑖). 

Furthermore, two correlation coefficients ( 𝜌𝑏  and 𝜌𝑐 ) 

between the two information sources and the historical 

performance of loans are respectively computed. we define the 

correlation coefficient between the investor composition score 

CS and the historical performance R of loans as 𝜌𝑏 in Equation 

(12): 
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1
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                 (12) 

 

similarly, we define the historical performance R as 𝜌𝑐  in 

Equation (13): 
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               (13) 

 

The above two correlation coefficients are referred to as 

Pearson's Product Moment Correlation Coefficient, which 

measures the degree or strength of linear dependence relation 

between two variables [69]. In our case, the two coefficients 

present the importance of the two information sources, that 

two information sources will be given different weights when 

we integrate two kernel weights into a multi-kernel weight. 

Next, we combine two correlation coefficients and two 

kernel weights into a weighted and standardized unified 

weight 𝑤𝑚𝑖𝑗  for loan evaluation. We call the unified weights 

𝑤𝑚𝑖𝑗  as multi-kernel weights, as shown in Equation (14): 
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finally, for a given loan 𝐿𝑖, based on the multi-kernel weight 

𝑤𝑚𝑖𝑗  and n past loans' observed return rate 𝑅𝑗, we can directly 

predict its return rate 𝜇𝑚𝑖 using the weighted average of the 

past loans performance in Equation (15): 
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similarly, we predict the risk 𝜎𝑚𝑖  of loan 𝐿𝑖  using the 

weighted variance, shown in Equation (16): 
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Overall, we combine both the borrower's credit information 

and investor composition score to develop a unified multi-

kernel loan evaluation model. This model can quantitatively 

assess the return and risk of each loan, which will be used as 

two important input parameters of the investment decision 

model based on portfolio theory. 

 

4.4 Investment decision algorithm based on portfolio 

theory 

 

The investment decisions in P2P lending could be 

formulated as a constrained portfolio problem. In this 

subsection, we combine the multi-kernel loan evaluation 

model and portfolio selection to develop a unified investment 

decision model to help investors make better investment 

decisions. The investment decision process is described Figure 

3. 

 

 
 

Figure 3. Investment decision model 

 

The model has two input data sets. DataH is a data set for 

historical loans that includes borrowers' credit information, 

investor investment information, loan amount requested and 

performance information. DataI is the current investment 

loans dataset that includes borrowers' credit information, 

investor investment information, and loan amount requested. 

The two input parameters regarding investors in this model are 

the investment amount M and investors' expected return rate 

𝑅∗. The parameters are different from one investor to another, 

and therefore, the investors' expected return rate 𝑅∗  can be 

considered a personal risk preference in portfolio selection. 

The process of investment decision involves loan evaluation 

in DataI based on the learning from loans in DataH and make 

investment decisions in loans in DataI for the given preference 

information of investors M and 𝑅∗. 

During the initialization and training stages, we first gain 

the basic information from DataH and DataI, where 𝑅𝑗 is the 

return on each historical loan, n is the number of historical 
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loans, 𝑒𝑖 is the amount of each loan application and m is the 

minimum investment constraint in P2P lending market. 

Furthermore, we adopt cross-validation to calculate the 

optimized bandwidth hb and hc, which are the important 

parameters to compute kernel weights of borrower credit risk 

and investor composition in the following loan evaluation 

process. 

During the loan evaluation, firstly, we adopt the logistic 

regression based on the borrower's credit information to 

predict the default probability of 𝑃𝑖 . We then compute the 

investor composition score 𝐶𝑆𝑖 of each loan using the investor 

composition analysis model based on investor behavior 

information in DataI. Next, for each given loan 𝐿𝑖 in DataI, 

we compute the default likelihood distances 𝑑𝑏𝑖𝑗  and 

𝑑𝑐𝑖𝑗 between 𝐿𝑖   and each loan 𝐿𝑗   in DataH. Then, we 

compute the borrower kernel weights 𝑤𝑏𝑖𝑗  and the investor 

composition kernel weight 𝑤𝑐𝑖𝑗  based on 𝑑𝑏𝑖𝑗  , 𝑑𝑐𝑖𝑗  and the 

optimized bandwidth hb and hc using Equations (8) and (10). 

Furthermore, we compute multi-kernel weights 𝑤𝑚𝑖𝑗  using 

Equation (14) based on 𝑤𝑏𝑖𝑗 , 𝑤𝑐𝑖𝑗 , correlation coefficients 𝜌𝑏 

and 𝜌𝑐 using Equations (12) and (13).  Finally, we evaluate the 

return 𝜇𝑖  and the risk 𝜎𝑖  based on the multi-kernel weights 

𝑤𝑚𝑖𝑗  and the performance information 𝑅𝑗  of each historical 

loan in DataH using Equations (15) and (16). 

In the portfolio selection and investment recommendation 

process, we input 𝜇𝑖 , 𝜎𝑖 , M, 𝑅∗, e𝑖 , and m into the portfolio 

selection model and get the investment proportion 𝜆𝑖 in each 

loan. The output M ∗ 𝜆𝑖  is the investment amount 

recommendation. 

 

 

5. EXPERIMENTS 

 

In this section, we first introduce the real-world P2P lending 

dataset that was used in our experiment. Then, to validate the 

proposed model in this paper, extensive experiments will be 

performed on real-world datasets from the state-of-the-art P2P 

lending marketplace, by comparing our multi-kernel loan 

evaluation model to three baseline models with respect to 

investment performances and robustness. 

 

5.1 Experiment data 

 

The development of P2P lending market provides a large 

number of real P2P lending transaction data. Our experiments 

use data sets from the most advanced P2P lending platform, 

Prosper.com, with more than one million members and over 

2.5 billion U.S. dollars in funded loans. Our dataset provided 

by Prosper.com consists of 4128 loans that span the time range 

from September 2007 to March 2008. 

We group these variables into three categories and describe 

their meanings in Table 2. Variables 𝑋1-𝑋6are attributes about 

borrowers that are related to a borrower's credit profile, such 

as FICO score and debt-to-income ratio. Variable Y  is the 

investor composition score. The two prediction variables are 

𝜇𝑖/𝜇𝑚𝑖 and 𝜎𝑖/𝜎𝑚𝑖, which are computed in the loan evaluation 

models ( 𝜇𝑖  and 𝜎𝑖  are the outputs of IOM, 𝜇𝑚𝑖  and 

𝜎𝑚𝑖 are the outputs of MKM) and used as inputs in the 

investment decision model. 

For our model, we validate the validity of the model using 

k-fold cross-validation. Specifically, we divide the Prosper 

dataset into 24 loan subsets, such that there are 172 loans in 

each subset. 

Table 2. Category and description of variables 

 
Abbr. Category Description 

X1 Borrower FICO credit score 

X2 Borrower The amount of the loan 

X3 Borrower The number of inquires 

X4 Borrower Debt-to-income ratio 

X5 Borrower The number of delinquencies 

X6 Borrower Home ownership 

Y Investor Investor composition score 

µi/µmi Prediction The return rate of the loans 

σi/σmi Prediction The risk of the loans 

 

5.2 Baseline models 

 

In order to show the effectiveness of the multi-kernel loan 

evaluation model, we compare it to the other three baseline 

models with the above mentioned real-world data. The 

following is a detailed description of these models. 

R-model is a rate-based model. According to the borrower's 

credit information, loans are divided into seven group, and 

each group has the same return and risk. 

I-model is a kernel-based single source model that uses 

only borrower credit information. The performance of each 

loan is assessed on the basis of similarities with historical 

loans. 

MA-model is a multi-attribute information fusion model, 

where all the loans are assessed using both borrower's credit 

information and investor composition information. The two 

information sources are combined at the step of probability 

prediction as the attributes of logistics regression. The detail 

of MAM is shown in the Figure 4. 

 

 
 

Figure 4. Method of MA-model 

 

MK-model is a multi-kernel information fusion loan 

evaluation model, where the borrower's information and the 

investor composition information are proceeded separately 

and converted into kernel weights based on and correlation 

coefficients. The model combines the kernel weights based 

correlation coefficients of the information to a unified multi-

kernel weight to evaluate each loan. 

Once the original set of loans are randomly partitioned into 

k subsets, one subset is used as the testing set and the other as 

the training set. These steps for model comparison are as 

follows: 

(1) Use the training model to train each model and to predict 

the return and risk of each loan in the test set. 

(2) In each model, the portfolio algorithm is used to 

calculate the expected return based on the risk and return of 

the test set loan calculated in the first step. 

(3) Compare the Sharpe ratio and return of the four models. 

 

5.3 Experiment results 

 

When carrying out the portfolio algorithm, we set the 

investment amount M=15000, the target rate of return 𝑅∗ =
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0.06 , and the risk-free rate of return is 0.025, which is 

equivalent to the average return from T-Bills at the same 

period of time. 

Table 3 shows the investment return rate on each test subset, 

and the average investment return rate and Sharpe ratio for the 

Prosper dataset. It is obvious that the MK-model performs 

better than either the R-model, I-model or MA-model on both 

average investment return rate and Sharpe ratio. 

 

Table 3. Rate of return from the optimal portfolio on the 

prosper dataset 

 
Subset No. R-moedl I-model MA-model MK-model 

1 0.0783 0.0787 0.0791 0.0785 

2 0.0840 0.0761 0.0728 0.0786 

3 0.0779 0.0820 0.0599 0.0796 

4 0.0690 0.0765 0.0766 0.0780 

5 0.0478 0.0513 0.0453 0.0811 

6 0.0498 0.0727 0.0616 0.0862 

7 0.0676 0.0761 0.0695 0.0826 

8 0.0849 0.0752 0.0759 0.0810 

9 0.0775 0.0756 0.0785 0.0836 

10 -0.0443 0.0147 0.0300 0.0812 

11 0.0878 0.0768 0.0835 0.0810 

12 0.0878 0.0765 0.0847 0.0816 

13 0.0373 0.0780 0.0747 0.0901 

14 -0.0034 0.0701 0.0726 0.0837 

15 0.0622 0.0710 0.0765 0.0753 

16 0.0482 0.0549 0.0443 0.0493 

17 0.0672 0.0798 0.0692 0.0800 

18 0.0590 0.0717 0.0654 0.0626 

19 0.0119 0.0447 0.0652 0.0746 

20 0.0654 0.0738 0.0615 0.0655 

21 0.0163 0.0424 0.0579 0.0682 

22 0.0496 0.0708 0.0322 0.0531 

23 0.0398 0.0310 0.0284 0.0380 

24 0.0760 0.0207 0.0546 0.0486 

Average 0.0541 0.0642 0.0633 0.0734 

Std. Dev. 0.0322 0.0196 0.0166 0.0136 

Sharpe Ratio 0.9019 1.9976 2.3080 3.5578 

 

Finally, we find that compared with the other three models, 

MK-model performs better in improving investors' investment 

decisions. Specifically, each investor may have different 

investment amount and expectations on the return rate. We 

perform the portfolio algorithm based on Prosper data set 

using different input parameters. As the Table 4 shows, we 

consider 10 typical combinations of investment amounts M 

and investors' expected return rates 𝑅∗. 

 

Table 4. Investors’ choices of input parameters for portfolio 

selection 

 
Group Investment Amount (M) Expected Return (R∗) 

1 $10,000 5.5% 

2 $10,000 6.0% 

3 $10,000 6.5% 

4 $15,000 5.5% 

5 $15,000 6.0% 

6 $15,000 6.5% 

7 $20,000 5.5% 

8 $20,000 6.0% 

9 $20,000 6.5% 

10 Average Performance of 1-9 

 

In the case of each parameter combination, we use the 

portfolio algorithm to calculate the optimal allocation of funds 

(that is, the amount allocated to each test loan). However, the 

input of the portfolio algorithm (i.e., expected return and risk) 

is different and generated by four models. Finally, we calculate 

the actual return on investment and Sharpe ratio for all loan 

subsets, as shown in Figures 5 and 6. 

 

 
 

Figure 5. Investment rates of return 

 

 
 

Figure 6. Investment sharpe ratios 

 

Figure 5 shows the performance comparisons of the Four 

models on the Prosper dataset. We can see that for nearly all 

parameter combinations, compared with R-model, I-model 

and MA-model, MK-model can generate higher average 

investment return and Sharpe ratio. 

To sum up, our experiments indicates that the MK-model 

makes better investment decisions than other baseline models. 

 

 

6. CONCLUSION 

 

In this study, we propose an integrated loan evaluation 

model that exploits and combines both the borrower credit 

information and investor composition information using a 

multi-kernel algorithm for improving investment decisions in 

P2P lending.  Specifically, from an investor's perspective, we 

exploit the investor behavior information to build an investor 

composition model for quantitative analysis of each loan value. 

From a borrower's perspective, we build a kernel-based credit 

risk model to quantitatively analyze the loan value based on 

the borrowers' credit information. We combine the two 

information sources from both borrowers and investors using 

the multi-kernel method to develop an integrated loan 

evaluation model. Furthermore, based on the integrated loan 

evaluation model, we transform investment decisions in P2P 

into portfolio optimization problems with boundary 

constraints to help investors make better investment decisions. 

To validate the proposed model, we perform extensive 

experiments on the real-world data from the world's largest 

P2P lending marketplace. Experimental results reveal that a 

multi-source loan evaluation model can effectively improve 

the evaluation accuracy of loan value and significantly 
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enhance investment performance compared to existing 

methods. 
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