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This paper proposes a novel hybrid control strategy for improving the balance and 

trajectory tracking performance of a typical inverted pendulum system. The system is 

made up of a freely circling pendulum mounted on a horizontally mobile cart. The control 

objective is to stabilize the pendulum in an upright position while simultaneously guiding 

the cart along a desired trajectory. A hybrid optimization approach, combining an 

enhanced Particle Swarm Optimization (PSO) algorithm with the BA Algorithm (BA), is 

proposed to optimize the critical parameters of a direct fuzzy logic controller. In the 

initialization phase, PSO is utilized to generate a high-quality initial population. 

Subsequently, BA refines the optimization by tuning the scaling factors of the fuzzy 

controller. The direct fuzzy controller incorporates five preprocessing and postprocessing 

factors, which significantly impact the overall control performance. Numerical simulations 

and experimental results demonstrate that the proposed PSO-BA hybrid method achieves 

faster computation times and efficiently identifies optimal parameters, resulting in rapid 

and robust control responses even in large search spaces. Comparative analysis reveals 

that this novel approach outperforms conventional PID controllers and fuzzy controllers 

optimized with standard PSO-based techniques, exhibiting superior control quality and 

responsiveness. 
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1. INTRODUCTION

The inverted pendulum is considered a quintessential 

system in control theory, embodying fundamental principles 

and acting as a crucial platform for testing the practical 

application of theoretical control designs and engineering, 

renowned for its instability and nonlinear dynamics [1-3]. The 

challenge lies in maintaining the pendulum in an upright 

position while the cart moves along the horizontal axis. This 

problem has wide-ranging applications in robotics, 

transportation systems, and aerospace engineering, making it 

a critical subject for validating advanced control strategies [4]. 

Despite being the application focus of this research, the 

inverted pendulum system primarily serves as a testbed for 

exploring improvements in optimization techniques, which is 

the core objective of this study. 

Within the domain of inverted pendulum control, traditional 

linear controllers, with the Proportional-Integral-Derivative 

(PID) algorithm being a prime example, have been frequently 

implemented due to their structural simplicity and established 

design procedures. While effective for linear systems, these 

methods often struggle with the nonlinear and uncertain nature 

of inverted pendulum dynamics [5, 6]. In recent years, 

intelligent control methods, particularly fuzzy logic 

controllers, have gained significant attention. Fuzzy logic 

controllers are highly suitable for nonlinear systems due to 

their reliance on expert knowledge rather than precise 

mathematical models [7-10]. They enable flexible and 

adaptive control through a set of rule-based operations, 

making them effective under dynamic and uncertain 

conditions.  

A key factor influencing the performance of fuzzy logic 

controllers is the proper tuning of their parameters, such as 

scaling factors, membership functions, and rule sets. The 

tuning process presents significant challenges as it requires 

optimization within a high-dimensional search space 

containing numerous local extrema. Among existing 

optimization techniques, metaheuristic methods in general, 

and the Particle Swarm Optimization (PSO) algorithm in 

particular, have gained widespread popularity due to their 

simplicity, computational efficiency, and ability to deliver 

satisfactory solutions across various domains [11-15]. The 

PSO is a nature-inspired metaheuristic algorithm based on the 

social behavior of bird flocks or fish schools. It works by 

having a population of particles, each representing a potential 

solution, explore the search space. These particles adjust their 

positions iteratively based on their own best experiences and 

those of their neighbors, converging toward an optimal or 

near-optimal solution. Standard PSO offers several 

advantages, including ease of implementation, few 
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hyperparameters, and suitability for continuous optimization 

problems. However, it might include the following limitations: 

Premature convergence: PSO often converges to 

suboptimal solutions, especially in complex or multimodal 

landscapes. 

Local optima: The algorithm may become trapped in local 

optima due to insufficient exploration. 

Inertia and balance: Striking the right balance between 

exploration (searching new areas) and exploitation (refining 

known good solutions) is a persistent challenge. 

To address these limitations, this study proposes a hybrid 

optimization approach that enhances the standard PSO 

algorithm by integrating it with the BA Algorithm (BA). The 

BA, inspired by the echolocation mechanism of BAs, is 

effective in maintaining a balance between exploration and 

exploitation [16-18]. By using the BA to initialize the 

positions and velocities of particles in the PSO process, the 

PSO-BA hybrid method is designed to accelerate convergence 

and mitigate the risk of premature stagnation.  

This approach addresses some of the limitations of PSO 

while combining the strengths of both algorithms. The 

organization of this paper is structured into five Sections. 

Following the Introduction, Section 2 discusses the 

mathematical modeling of the cart-inverted pendulum system 

and the framework of the control strategy utilizing a fuzzy 

logic controller. Then, Section 3 introduces an enhanced PSO 

algorithm integrated with the BA algorithm. Section 4 

highlights the simulation outcomes carried out on 

MATLAB/Simulink software as well as the practical 

experiments on a physical prototype, and the final section 

concludes the study while suggesting potential future research 

directions. 

  

 

2. INVERTED PENDULUM SYSTEM: DYNAMIC AND 

CONTROL STRATEGY 

 

2.1 Dynamic model 

 

Numerous studies have shown that the design of a fuzzy 

controller does not necessarily rely on an accurate 

mathematical model of the system. Instead, the design process 

is primarily based on expert knowledge and insight into the 

system’s dynamic behavior, aiming to establish a reasonable 

relationship between input and output variables. The core 

objective is to formulate an appropriate control strategy in 

which the control signal, the quantity exerting influence on the 

system, is adjusted based on information obtained from 

measured variables. 

However, to evaluate the performance and feasibility of the 

proposed fuzzy control algorithm, the study still employs the 

dynamic model of the inverted pendulum system in a 

simulation environment. This model, illustrated in Figure 1, 

consists of two main components: a cart that moves 

translationally along a horizontal plane under the influence of 

a DC motor, and a pendulum with a concentrated mass at its 

upper end, rotating freely about a pivot mounted on the cart. 

The control task is formulated in a two-dimensional space, 

where the pendulum is inherently unstable and tends to fall 

unless stabilized by appropriate control forces. 

The inverted pendulum constitutes a canonical benchmark 

system in control engineering, frequently utilized for 

validating the performance of advanced control strategies. Its 

defining characteristics—inherent nonlinearity, open-loop 

instability, and pronounced sensitivity to external 

perturbations—render it an ideal testbed for assessing the 

efficacy, robustness, and adaptability of modern control 

algorithms. 

 

 
 

Figure 1. A typical configuration of the inverted pendulum 

system 

 

In this study, the system's dynamic model is formulated 

using Lagrangian mechanics, a foundational energy-based 

approach in analytical dynamics. The specific mathematical 

representation adopted herein is sourced from reference [19], 

an established publication within the intelligent control field. 

This model structure is rigorously derived from first principles 

of physics and has undergone validation in prior research, 

confirming its physical fidelity. 

Specifically, applying the Lagrange Polynomial and Euler–

Lagrange Equation to the cart–pendulum system yields the 

following dynamic equations: 
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cos sinmx ml mg  + =  (2) 

 

The force, denoted as F, represents the control action 

exerted on the cart by its onboard electric motor. This force 

serves as the manipulative input variable, denoted 

interchangeably as F or u, aimed at achieving stabilization of 

the pendulum at its unstable upright equilibrium. Utilizing the 

system’s equations of motion, presented as Eqs. (1) and (2), 

the following dynamic relationships can be derived: 
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These final equations form the basis for reasonably 
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serve to support the design and evaluation of the proposed 

control strategies in this study. 

 

2.2 A hybrid control scheme for stabilizing the inverted 

pendulum 

 

The proposed hybrid architecture integrates an optimization 

technique with a control strategy. Several earlier studies have 

employed conventional optimization algorithms to tune 

controller parameters [20-22]. Nevertheless, in cases 

involving complex controller structures or nonlinear systems 

that demand extensive computational time for optimization, 

more recent research has adopted hybrid frameworks 

incorporating enhanced or modified algorithms to improve 

control performance [23-25]. Based on the control 

requirements for the inverted pendulum system, one of two 

control structures can be employed: either a single-controller 

design with four inputs and one output or a dual-controller 

configuration, where each controller has two inputs and one 

output. For this study, the single-controller structure has been 

prioritized as the preferred approach. Specifically, in this 

study, the PSO algorithm is used for the initial optimization 

phase to optimize the five scaling factors of the fuzzy 

controller. This control method is illustrated in Figure 2. 

The control objective is to restore the system to a stable state 

within acceptable limits. Both the cart position and the 

pendulum angle deviation must be regulated to maintain the 

balance of the cart-pendulum system. The PSO optimization 

objective function employs the ITAE criterion, as defined 

below: 

 

( )( ) ( )xJ e t e t tdt= +    (5) 

 

where 𝑒𝑥  and 𝑒𝜃  represent the control errors of the cart-

pendulum system, corresponding to the cart position and 

pendulum angle deviation, respectively. The optimal-positive 

weighting factor 𝜌 is added to Eq. (5) to represent the priority 

in the optimization mechanism. 

The ITAE criterion is widely employed due to its ability to 

prioritize the elimination of sustained errors over time. By 

multiplying the error by time t, ITAE imposes heavier 

penalties on errors that persist at later stages, thereby 

promoting faster system stabilization and reducing long-

lasting oscillations. Compared to other criteria such as IAE 

(Integral of Absolute Error) and ISE (Integral of Squared 

Error), ITAE typically yields smoother responses, less 

aggressive overshoots, and shorter settling times. 

The weighting factor p plays a critical role in balancing the 

influence of two types of errors during the optimization 

process. In the cart–pendulum system, the relationship 

between the cart position and the pendulum angle is nonlinear. 

For example, even a small angular deviation of the pendulum 

may require a significant cart movement to maintain balance. 

Therefore, treating both error terms as equally weighted in the 

objective function would not accurately reflect the control 

demands of the system. 

By tuning p, the designer can increase or decrease the 

relative importance of pendulum stabilization versus cart 

position control: 

If p > 1, greater emphasis is placed on minimizing the 

pendulum angle error, resulting in faster balancing of the 

pendulum, though at the cost of potentially longer settling time 

or larger cart displacement. 

If p < 1, cart position is prioritized, which may constrain 

cart movement more effectively, but could lead to slower 

pendulum stabilization. 

  

 

 
 

Figure 2. Proposed control strategy applying novel PSO-BA algorithm and the direct fuzzy logic controller for the inverted 

pendulum system 

 

Adjusting p is thus a key tool for tailoring control 

performance to specific application requirements. 

Ensuring that p > 0 is essential to maintain a positive-

definite objective function and to preserve the physical 

meaning of the optimization process. A negative p could lead 

to inconsistencies in the function's formulation and potentially 

destabilize the optimization algorithm. 

For the fuzzy logic controller, four input variables are 

defined: the pendulum angle relative to the equilibrium 

position, the pendulum's angular velocity, the cart position, 

and the cart velocity. The output variable of the system is the 

force applied to the cart. Three fuzzy sets are defined for each 

input variable, and the number of fuzzy sets for the output 

variable is chosen as 7. Thus, the direct fuzzy logic controller 
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has 81 fuzzy rule sets [19]. The applicability of this fuzzy logic 

controller will be tested in Section 4. 

 

 

3. OVERVIEW OF METAHEURISTIC 

OPTIMIZATION AND HYBRID ALGORITHM 

STRATEGIES 

 

3.1 Classical PSO  

 

Particle PSO, derived from a well-established metaheuristic 

paradigm, has emerged as a robust and versatile method for 

solving complex optimization tasks. Its application is 

particularly prominent in the domain of control systems, where 

it is employed to determine optimal parameter configurations 

that enhance system performance. This optimization paradigm 

emulates the collective behavior observed in a flock of birds 

in flight, navigating a multidimensional space. By 

dynamically adjusting their movements and inter-particle 

distances, the particles collectively search for optimal 

positions, facilitating efficient exploration of the solution 

space. The implementation structure of a commonly employed 

PSO algorithm is graphically depicted in Figure 3. While 

recognized as one of the most effective techniques for 

addressing optimization challenges, the PSO algorithm 

exhibits a susceptibility to becoming entrapped in local 

minima and premature convergence. The PSO algorithm can 

be improved by enhancing parameters such as inertia weight 

and learning coefficients domains [23], or by introducing new 

variables into the standard formula [24]. 

 

 
 

Figure 3. The flowchart of a typical PSO algorithm 

 

3.2 Typical BA algorithm  

 

The BA algorithm (BA) is an advanced metaheuristic 

optimization algorithm designed for global optimization 

processes. The BA is inspired by the hunting mechanism of 

BAs and was developed by Xin-She Yang in 2010. The 

fundamental phenomenon of BA is based on the echolocation 

behavior of micro-BAs, which occurs through the use of 

varying pulse frequencies and sound intensities. 

The BA mechanism, as illustrated in Figure 4, is inspired by 

the echolocation mechanism of BAs, simulating their ability 

to detect and locate prey in space. In the algorithm, each BA 

in the population is represented by a position and velocity, 

corresponding to a potential solution in a dimensional search 

space. During each iteration, BAs emit sound pulses with 

varying frequency, wavelength, and loudness to adjust their 

positions and update their velocities. The frequency and pulse 

emission rate enable the BAs to expand or narrow the search 

space, while the loudness gradually decreases, indicating their 

approach to the optimal solution. 

This algorithm flexibly combines exploration—broadly 

searching the entire space to avoid being trapped in local 

optima and exploitation refining potential solutions around the 

optimal region. The balance between these two phases is 

controlled through parameters such as frequency, pulse 

emission rate, and loudness. The search process continues 

until one of the stopping criteria is satisfied, such as reaching 

the maximum number of iterations, achieving population 

convergence, or observing no significant improvement in the 

objective function value. 

 

 
 

Figure 4. The flowchart of the BA algorithm 

 

3.3 Proposed hybrid PSO-BA algorithm 

 

As mentioned in Section 3.1, the performance of the PSO 

algorithm can be improved by optimizing its parameters or by 

introducing new ones. In addition, PSO can be combined with 

other optimization algorithms to form a hybrid structure that 

leverages each other’s computational steps [25]. In this paper, 

an improved PSO mechanism is proposed to reduce execution 

time and address some limitations of the standard PSO 
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algorithm. The proposed hybrid structure incorporates an 

additional phase that utilizes a suitable preliminary 

optimization technique to generate initial parameters for the 

PSO algorithm. 

The PSO algorithm offers effective optimization 

capabilities; however, it has certain drawbacks, such as 

premature convergence and a tendency to get stuck in local 

optima, which reduces optimization effectiveness and 

increases computational time. On the other hand, the BA 

Algorithm (BA), while not guaranteeing fast convergence like 

PSO due to its reliance on random movements, excels in 

controlling the exploration and exploitation of the search space 

efficiently and requires less computational time [17]. PSO can 

quickly identify and exploit promising regions in the search 

space, whereas BA can effectively pinpoint the best solution 

within a given region. The overall procedure of the proposed 

hybrid algorithm is illustrated in Figure 5. 

 

 
 

Figure 5. The flowchart of the proposed PSO-BA algorithm 

 

The pseudo-code is a systematic representation of a code 

segment or algorithm developed in a specific programming 

language. It clarifies the logic and structure of the algorithm 

without being constrained by the syntax of any particular 

language, thereby facilitating the reader’s understanding of the 

proposed method. Moreover, pseudo-code enhances the 

portability of the algorithm by allowing straightforward 

translation into actual source code across various platforms. In 

this study, the pseudo-code of the developed algorithm 

provides an intuitive and accessible illustration of the leading 

implementation steps. 

 

Pseudo-code of the proposed hybrid PSO-BA 

algorithm 

Initialize BA and PSO parameters (population size, search 

spaces, algorithm iterations…) 

% BA Algorithm Phase 

Initialize BA population (positions, velocities) 

Evaluate initial fitness using simulation 

BA Algorithm loop: 

For each BA iteration: 

    For each BA: 

        Generate frequency 

         Update velocity and position 

             Apply boundary constraints 

             If rand > pulse rate: 

                     Do local random walk near best solution 

                Evaluate new fitness 

             If improved OR random chance: 

                    Accept new solution 

                     Update loudness and pulse rate 

             Update best and second-best solutions  

        End 

End 

% PSO Algorithm Phase 

Initialize PSO positions, velocities 

Add best two BA individuals to PSO population 

For each particle: 

 Evaluate fitness using simulation 

 Update personal best 

Main loop of Proposed PSO-BA Algorithm: 

For each PSO iteration: 

    For each particle: 

        Update velocity and position (PSO rules) 

        Evaluate fitness using simulation 

        Update personal best 

    End 

    Update global best 

    If global best <= Stop Condition: 

        Break 

    Save global best of iteration 

End 

Display final best solution; 

Plot fitness history; 

 

 

4. NUMERICAL SIMULATION AND EXPERIMENT 

RESULTS  

 

4.1 Numerical simulation in MATLAB/ Simulink 

 

In this section, MATLAB/Simulink-based simulations are 

conducted to validate the theoretical foundation and evaluate 

the practical applicability of the proposed optimization 

approach. The performance is also compared with that of 

conventional PID controllers [11], fuzzy controllers optimized 

using standard PSO, fuzzy controllers tuned via Genetic 

Algorithm (GA) [19], and those optimized using the Grey 

Wolf Optimizer (GWO) [26]. In the standard PSO, GWO, and 

GA, the initial population is randomly generated within the 

defined bounds of the solution space. Simulation parameters 

are detailed in Tables 1 and 2. All fuzzy controllers applied to 

the inverted pendulum system share the same structural 

design, including identical membership functions and fuzzy 

rule bases [19]. 

For the GA, a real-coded chromosome representation is 

adopted, where each individual is encoded as a vector of real 

numbers. This enhances the algorithm's search capability 

across wide solution spaces and overcomes the limitations 

associated with binary or decimal encoding, thus improving 

optimization efficiency. However, real-coded GA does not 
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support standard crossover and mutation operations designed 

for binary representations. In this study, the GA employs linear 

ranking selection, BLX (Blend Crossover), and random 

mutation techniques to tune the parameters of the fuzzy 

controller. 

In the fuzzy rule-based controller structure used in this 

study, fuzzy sets are defined to describe the linguistic values 

of the input and output variables. Each input variable is 

assigned three triangular membership functions, as illustrated 

in Figure 6. For the output variable, seven fuzzy sets are used, 

and their membership functions are defined as singletons to 

facilitate the defuzzification process, as shown in Figure 7. 

The fuzzy rules are constructed in the standard "IF–THEN" 

format. For example: 

IF 𝜃 is PO AND 𝜃̇ is ZE AND x is ZE AND 𝑥̇ is PO, THEN 

u is PM. 

The rule base is developed using a trial-and-error approach, 

combined with expert knowledge. Given that each input 

variable is represented by three fuzzy sets, the total number of 

rules required to ensure complete control coverage is 81 (3⁴). 

The number of fuzzy sets per input is limited to three to reduce 

computational complexity. Increasing the number of fuzzy 

sets would lead to a significantly larger and more complex rule 

base. 

 

 
 

Figure 6. The input membership functions 

 

 
 

Figure 7. The output membership functions 

 

To illustrate the fuzzy inference characteristics of the 

system, Figure 8 presents the control surface of output u with 

respect to the two most significant input variables: the 

pendulum angle (𝜃) and its derivative (𝜃̇), while the other two 

inputs are held at neutral values. The resulting surface appears 

nearly linear, forming a planar shape in three-dimensional 

space. This indicates that the relationship between these main 

inputs and the control force is approximately linear within the 

examined operating range. Such behavior reflects the stability 

and predictability of the controller in the small-angle regime, 

which is typical in inverted pendulum balancing control. 

Furthermore, the analysis of the control surface serves as a 

sensitivity assessment of the fuzzy rule base. As θ and 𝜃̇ vary, 

the output response exhibits a clear linear trend. This implies 

that these two variables play a dominant role in the control 

process and directly influence the system’s response. 

 

 
 

Figure 8. A 3D illustration of the fuzzy logic model with 81 

rules 

 

Table 1. Nomenclature of parameters 

 

Symbol Meaning of the Parameter 
Value 

[unit] 

l Pendulum's arm length 0.5 [m] 

M Weight of the cart 2.4 [kg] 

m Weight of the pole 0.3 [kg] 

𝜃(𝑡) Tilt angle of the pendulum [rad] 

𝜃̇(𝑡) Angular speed of the pendulum [rad/s] 

( )t  
Angular acceleration of the 

pendulum  
[rad/s2] 

x(t) The cart’s position [m] 

𝑥̇(𝑡) The cart’s velocity [m/s] 

𝑥̈(𝑡) 
Rate of change of the cart's 

velocity 
[m/s2] 

F Force applied to the cart [N] 

K1, K2, K3, K4, 

K5 

Five pre- and post-processing 

coefficients of the FLC 
N/A 

 

Table 2. The PSO algorithm’s parameters 

 

Symbol Parameters 
Value [unit] 

Condition 1 Condition 2 

Nmax Maximum iteration 100 

Npar Swarms size 20 

Nvar Number of variables  5 

UB 

K1 
Upper 

bound 

7 5 

K2, K3, K4 2 2 

K5 500 200 

LB 

K1 
Lower 

bound 

0 0 

K2, K3, K4 0.01 0.01 

K5 40 40 

𝜔 Inertia weight factor 0.65 

c1, c2 Learning coefficients 1.45 

 

Under Condition 1, in which a wide search space is defined 

as presented in Table 2, the optimization trajectories illustrated 

in Figure 9 indicate that the standard PSO exhibits a tendency 

toward premature convergence, becoming trapped in local 

optima. This behavior results in prolonged computation time 

and suboptimal performance in high-dimensional search 

spaces. 

In contrast, the proposed PSO-BA hybrid algorithm 

demonstrates a superior ability to explore the search space 

effectively and to identify promising regions during the early 

0.330

ZE PS PM PBNB NM NS



0.66 1-1 -0.66 -0.33

Force (u)
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iterations. This advantage leads to significantly faster 

convergence and more accurate optimization results when 

compared to standard PSO. 

The GWO also shows improved performance over standard 

PSO in this condition, offering a more balanced exploration-

exploitation mechanism. However, it still converges more 

slowly and less precisely than the proposed PSO-BA. 

Meanwhile, the GA tends to converge slowly and exhibits 

larger fluctuations near suboptimal solutions, limiting its 

optimization efficiency. 
 

 
 

Figure 9. Simulation results for the first condition  
 

Under Condition 2, where the search space is narrowed (as 

also specified in Table 2), the PSO-BA algorithm continues to 

outperform the other methods in terms of convergence speed 

and final objective value. Notably, GWO achieves a final 

result comparable to PSO-BA, although its convergence is 

slightly slower. This indicates that GWO can maintain strong 

performance under constrained search conditions. The 

standard PSO and GA, however, remain less efficient, both in 

terms of convergence speed and solution quality. 

Overall, the results shown in Figure 10 highlight the 

effectiveness and robustness of the proposed PSO-BA 

approach across varying search space configurations, while 

also demonstrating the competitiveness of GWO, particularly 

in more restricted domains. 

 

 
 

Figure 10. Simulation results for the second condition 

 

With five control coefficients to be optimized using 

metaheuristic techniques, the feasibility of the algorithm is 

assessed through system simulations under three scenarios: 

Scenario 1: Balancing control of the pendulum while 

maintaining the desired cart position at a fixed value: 
* 0.25( )x m= . 

Scenario 2: Balancing control of the pendulum while the 

cart position alternates periodically in a square-wave pattern 

between two positions: 𝑥0
∗ = 0.2(𝑚), 𝑥1

∗ = 0.5(𝑚). 
Scenario 3: Balancing control of the pendulum with the cart 

position varying across four discrete levels: 𝑥0
∗ = 0(𝑚), 𝑥1

∗ =
0.2(𝑚), 𝑥3

∗ = 0.6(𝑚), 𝑥4
∗ = 0.4(𝑚). 

The first control scenario addresses the classic inverted 

pendulum-on-cart problem. The control task requires 

designing a controller that simultaneously stabilizes the 

pendulum in its upright vertical orientation while steering the 

cart from its starting location to a specified target position. Key 

variables representing the system’s dynamic behavior are the 

pendulum angle (θ) and the cart’s linear position (x). 

 

 
 

Figure 11. Simulation results for the first scenario 

 

As illustrated in Figure 11, the fuzzy controller utilizing the 

proposed PSO-BA hybrid optimization algorithm exhibits 

superior control performance. This is evidenced by its rapid 

stabilization, minimal overshoot, and robust reference tracking 

capabilities compared to the alternative approaches evaluated. 

While controllers optimized using standalone PSO, GWO, and 

GA also deliver satisfactory performance-significantly 

surpassing the conventional PID controller-the relative 

simplicity of the control task in this scenario results in only 

minor performance variations among these optimization-

based methods. Overall, all controllers employing 

metaheuristic optimization demonstrate comparable dynamic 

behavior and successfully meet the control objectives 

stipulated for this scenario. 

 

 
 

Figure 12. Simulation results for the second scenario
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Figure 13. Pole angles and cart positions in the third 

simulation scenario 

 

In the following scenarios, the control task becomes 

increasingly challenging due to the requirement for the cart’s 

position to change intermittently, with Scenario 3 presenting a 

particularly higher level of difficulty. These conditions are 

designed to evaluate the proposed controller’s ability to handle 

dynamic variations in the system’s states. As illustrated in 

Figures 12 and 13, the PSO-BA optimized controller 

demonstrates relatively good performance in position control 

compared to other techniques, while effectively maintaining 

the pendulum in an upright balanced state. 

 

4.2 Experiments 

 

To experimentally validate the theoretical findings and 

simulation results presented in Section 4.1, a physical 

prototype of a system consisting of an inverted pendulum and 

a cart was constructed. Notably, this practical model 

incorporates an ESP32 camera as the pendulum mass (m), 

thereby demonstrating the feasibility of developing an 

autonomous vehicle equipped with an inverted pendulum for 

real-time target surveillance applications in both civilian and 

military contexts. To achieve this, the software component 

integrates the YOLO v3 algorithm for efficient image data 

processing from the camera. In the practical implementation, 

a TPS61088 boost converter elevates the input voltage to 

24VDC to drive the motor, while an angular sensor precisely 

measures the angular displacement (θ) of the pendulum, 

consistent with the theoretical framework outlined in previous 

sections. Figure 14 illustrates the actual system diagram of the 

cart-inverted pendulum setup, including the control box 

design. From a software perspective, in addition to YOLO v3 

for image processing, the system utilizes a WinForms interface 

to provide real-time monitoring and visualization of critical 

parameters, such as the pendulum's angular deviation, motor 

control signals, and live video feed from the ESP32 camera, 

enabling users to effectively observe the surrounding 

environment. A significant advancement of this physical 

model, beyond maintaining the pendulum rod in the upright 

(zero angular deviation) position, lies in its capability to 

stabilize the rod at any arbitrary angle. Figure 15 demonstrates 

this capability, showcasing the pendulum rod positioned at a 

133° angle with the corresponding pulse-width modulation 

(PWM) signal applied to the motor. The experimental results 

unequivocally demonstrate the system's exceptional control 

performance, successfully achieving the desired objective of 

balancing the inverted pendulum rod while simultaneously 

facilitating target tracking through the integrated camera and 

robust image processing software. 

 

 
 

Figure 14. Practical model of the proposed cart-inverted 

pendulum system 

 

 
 

Figure 15. Practical signals observed on WinForms interface 

 

 

5. CONCLUSION AND FUTURE WORK 

 

This study proposes an advanced optimization technique 

that synergistically combines the PSO algorithm with the BA 

one to mitigate certain inherent limitations of the PSO method. 

This hybrid optimization approach is subsequently employed 

to develop a novel hybrid control strategy namely PSO-BA 

algorithm, integrating it with a fuzzy logic controller for 

stabilizing the inverted pendulum system. Initial simulations 

conducted within the MATLAB/Simulink environment 

demonstrate the efficacy of the proposed hybrid control 

method. The numerical simulation results obtained through 

this novel strategy exhibit superior control performance 

compared to traditional PID controllers and fuzzy logic control 

structures utilizing conventional optimization methods such as 

standard PSO. Moreover, experimental validation on a 

practical cart-inverted pendulum system not only corroborates 

the theoretical findings but also extends the applicability of 

this approach to both military and civilian domains. This is 

achieved by replacing the pendulum mass (m) with a camera 

to enable real-time object tracking in practical environments. 

Future research directions should prioritize further 

optimization of the membership functions and fuzzy rules 

within the fuzzy logic controller. In this context, the intelligent 
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control strategy predicated on fuzzy logic offers the potential 

for superior control performance and enhanced system 

adaptability to address diverse and more complex trajectory 

control requirements. Furthermore, future research should 

focus on expanding the practical applications of the current 

physical prototype to demonstrate its feasibility and 

applicability in real-world scenarios.  
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