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The rapid increase in user activity on online social networks (OSNs) has gathered 

widespread attention. Despite this development, it faces significant challenges due to the 

rise of fake accounts, which misrepresent real users and invade on privacy regulations 

within these digital communities. As a result, it is essential to detect and eliminate such 

profiles to improve the security of social media users. In response, recent research has 

increasingly focused on machine learning techniques to address this issue. Numerous 

studies have explored and compared various machine learning-based approaches, yet there 

remains a gap in the literature, particularly in terms of a comprehensive analysis across 

different social media platforms. Furthermore, bio-inspired algorithms have received 

minimal attention in this context. Our study introduces a novel perspective by performing 

an extensive comparative analysis of different fake profiles detection methods on social 

media. Our findings demonstrate that both supervised and unsupervised machine learning 

models are effective in identifying fraudulent accounts on social media platforms. However, 

the application of suitable bio-inspired metaheuristics has the potential to surpass the results 

of existing approaches. 
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1. INTRODUCTION

Online social networks (OSNs) have become one of the 

most widely used applications, serving as a vital tool for 

connecting people globally and facilitating the sharing of 

diverse content such as videos, photos, and messages. The 

expansion of OSNs has accelerated significantly in recent 

decades, driven by technological advancements. As of today, 

approximately 5.35 billion people worldwide have access to 

the Internet, with 5.04 billion actively engaged on social media 

platforms (https://datareportal.com/reports/digital-2024-

global-overview-report). However, this rapid growth has also 

brought a substantial rise in fake accounts, which pose serious 

challenges and encourage various forms of harmful behavior, 

including political manipulation, the spread of 

misinformation, misleading advertisements, terrorist 

propaganda, and hate speech. These fraudulent profiles can be 

categorized into multiple types, such as compromised profiles, 

cloned or duplicated profiles, and bots [1]. Commonly referred 

to as "fake profiles," these profiles represent a significant 

threat to the security and privacy of OSNs. In addition, 

platforms like Facebook, Twitter, Instagram, and others have 

seen an alarming increase in the number of fake users, many 

of whom were created with malicious intent [2]. 

The credibility and reputation of OSNs have been 

significantly impacted due to various security challenges, 

particularly concerning the protection of users' privacy from 

fake profiles. In response, researchers have recently turned to 

machine learning (ML) algorithms to automate and improve 

the detection of fraudulent profiles. Algorithms like K-Nearest 

Neighbor (K-NN), Support Vector Machine (SVM), Decision 

Trees (DT), and Random Forest (RF) have been employed for 

this purpose. Given that most OSNs make their user data 

publicly accessible by default [2], they have become the 

primary focus in recent studies, surveys, and reviews aimed at 

examining and comparing different ML-based approaches [3]. 

Despite numerous studies on machine learning techniques for 

fake profile detection, a significant gap exists regarding 

comprehensive analyses across various social media 

platforms, particularly involving bio-inspired algorithms. 

Additionally, while some research has explored the use of 

metaheuristics algorithms, few studies have integrated bio-

inspired algorithms to enhance the existing detection 

methodologies and approaches. 

This study aims to explore and evaluate the application of 

bio-inspired algorithm and ML algorithm for detecting fake 

profiles in OSNs. Specifically, we propose a comprehensive 

model that combines the optimization capabilities of a bio-

inspired algorithm with the classification ability of ML 

algorithms. The proposed model is evaluated using a well-

known bio-inspired algorithm, the Gray Wolf Optimizer 

(GWO) [4] and a selection of ML algorithms. 

Advancing existing research, this work presents a 

comparative analysis of various algorithms used for detecting 
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fake profiles in OSNs. Our study encompasses multiple 

platforms, including Facebook, Twitter, and Instagram, while 

also examining the potential of bio-inspired algorithms.  

This research aims to achieve several key objectives:  

•Establish a model that integrates bio-inspired optimization 

with ML classification algorithms.   

•Analyze the performance of GWO in optimizing both 

feature selection and model parameters.   

•Conduct a comparative analysis of different ML algorithms 

for classifying profiles.   

•Test the proposed model using real-world datasets from 

platforms such as Facebook, Twitter, and Instagram. 

The remainder of this paper is organized as follows: Section 

2 provides a review of related work on fake profiles detection. 

Section 3 introduces the materials and methodologies used in 

this study, including datasets, preprocessing steps, and 

implementation details. Section 4 presents the results and 

discusses the performance of the proposed model. Finally, 

Section 5 concludes the paper and outlines potential future 

research directions. 

 

 

2. RELATED WORK 

 

This section reviews various approaches for identifying 

fake profiles on OSNs, highlighting the use of numerous ML 

algorithms. 

The framework for detecting fake profiles on OSNs [5] 

employs open-source big data tools and Long Short-Term 

Memory (LSTM) networks for analysis. It integrates the 

Dispersive Flies Optimization (DFO) metaheuristic to enhance 

feature selection from the dataset. Additionally, the approach 

underscores the importance of ethical data collection, taking 

into account both public and private user attributes. 

The issue of detecting fake profiles on Facebook was 

addressed through a hybrid methodology [6]. This approach 

involves a two-phase process: first, the Satin Bowerbird 

Optimization Algorithm (SBO) is used to establish initial 

clusters and determine optimal centroids for profile 

classification. Then, the K-means clustering algorithm is 

applied to categorize each profile as either real or fake. 

A bio-inspired algorithm called the Fire Hawk Optimizer 

(FHO) was introduced to address the issue of fake profile 

detection [7]. Various feature groups from a Twitter dataset 

were evaluated to assess their effectiveness in identifying fake 

profiles. Based on their findings, they recommended the use of 

the Gradient Boosting Classifier (GBC) as the Fitness 

function. 

The research [8] dealt with the problem of fake profiles on 

social media by introducing a novel method that integrates 

various ML algorithms to evaluate user behavior and profile 

information. This approach, termed "ensemble," employs a 

Majority Voting Technique (MVT) to classify profiles as 

either fake or real. The findings indicate that this method holds 

significant potential for improving the security of social media 

platforms. 

Machine learning algorithms were applied to detect fake 

profiles on OSNs, with multiple models evaluated for 

effectiveness in identifying fraudulent accounts [9]. The study 

emphasized the importance of diverse evaluation approaches, 

such as confusion matrices and error rate analyses, to 

determine the optimal model. 

In the context of existing research, Mahammed et al. [10] 

assessed how effectively the Fire Hawk Optimizer (FHO) 

detects fake social media profiles. The authors tested FHO's 

performance. Their goal was to identify the most effective 

feature subsets from a Facebook dataset to differentiate 

between real and fake profiles. 

A novel method was introduced utilizing an extensive 

feature set to examine profile information, network 

connections, and user behavior for fake profile detection. An 

adjustable Bagged Tree Algorithm (BTA) was also proposed, 

enhancing decision tree models by eliminating irrelevant 

branches to improve accuracy and efficiency [11]. 

An ML model combining Logistic Regression (LR) with 

Gradient Descent Optimization algorithm (GBO) was 

introduced to identify fake profiles on OSNs [12]. When tested 

on an Instagram dataset, the model demonstrated strong 

performance. 

Raghavendra et al. [13] presented detailed solution 

framework for detecting and eliminating fake profiles on 

OSNs. This solution utilizes ML algorithms to examine 

different aspects of user behavior and identify related 

anomalies. It highlights the importance of user education, 

ongoing updates, and privacy-respecting practices. The 

approach incorporates a variety of algorithms, including ANN, 

RF, Extreme Gradient Boost (XGBoost), LSTM, and a Voting 

Classifier (VC). 

Table 1 offers a detailed synopsis of the latest advances in 

detecting fake profiles across different social media using ML 

algorithms. 

 

Table 1. Related work synopsis 

 

Ref. OSN ML Meta Spec 
Dataset 

Size 
Acc 

[5] Facebook LSTM DFO - - 0.979 

[6] Facebook 
k-

means 
SBO Hybrid 1244 0.989 

[7] Twitter GBC FHO Hybrid 17350 0.996 

[8] Twitter MVT - Combo 6825 0.991 

[9] Instagram RF - Compo 6868 0.997 

[10] Facebook GBC FHO Hybrid 1244 0.998 

[11] Facebook BTA - - - 0.999 

[12] Instagram 
LR, 

GBO 
- Combo 7500 0.927 

[13] Facebook LSTM DFO - - 0.979 

 

Table 1 provides a comprehensive overview of the 

information. ML: Machine Learning, Meta: Metaheuristic, 

Spec: Specification, Combo: Combination, Compo: 

Composition, Acc: Accuracy. It indicates that various OSNs 

are employed in the detection of fake profiles, with Facebook 

being the most frequently examined platform, followed by 

Twitter and Instagram. GBC and LSTM are the most 

commonly used ML algorithms, each has demonstrated strong 

performance in detecting fake profiles. Other algorithms 

employed less frequently but still contribute valuable insights. 

Metaheuristic techniques, particularly bio-inspired 

algorithms, are less common compared to traditional ML 

algorithms. FHO, SBO and BTA are featured in numerous 

studies. Although less prevalent, these metaheuristics offer 

alternative approaches to improving detection accuracy. 

Hybrid and combination techniques are prominent, with 

three studies using hybrid methods that integrate various ML 

algorithms and bio-inspired algorithms. These approaches 

often lead to high accuracy rates, reflecting their effectiveness. 

Additionally, two studies employ combination techniques to 

enhance detection accuracy. 
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Dataset sizes in these studies vary, from relatively small 

datasets of around a thousand to 7,500 accounts to much larger 

datasets, such as 17,350 accounts [7]. Despite this variability, 

the results are notable for their high accuracy. 

Table 1 clearly demonstrates that both ML and bio-inspired 

algorithms play decisive roles in the detection of fake profiles 

on OSNs. ML algorithms such as GBC is highly effective and 

widely used, achieving high accuracy rates in distinguishing 

between fake and real profiles. Bio-inspired algorithms, 

though less common, offer valuable optimization capabilities 

and can significantly enhance detection systems when 

combined with traditional ML algorithms. 

The present work is positioned at the intersection of ML and 

bio-inspired algorithm combinations for fake profile detection, 

as deduced from Table 1. The materials and methods section 

introduces the proposed model based on the well-known bio-

inspired GWO, utilizing an ML algorithm as the Fitness 

function for feature selection. The model is then applied to 

different datasets, using various ML algorithms to assess its 

performance. 

 

 

3. MATERIAL AND METHOD 

 

This section begins with a detailed examination of the 

datasets used, followed by an overview of the preprocessing 

techniques applied to prepare the data. Subsequently, a concise 

review of the machine learning algorithms considered for this 

task is presented. The section concludes by introducing the 

core focus of this work: bio-inspired algorithm. This includes 

a discussion of their design principles, operational 

mechanisms, and the Fitness functions employed in the 

context of detecting fake profiles. 

 

3.1 Datasets 

 

The chosen datasets from Facebook, Twitter, and Instagram 

represent diverse user behaviors and profile characteristics 

commonly targeted by fake profiles, thus providing a 

comprehensive evaluation across different social media 

environments. 

 

3.1.1 Facebook dataset 

The dataset utilized in this study was sourced from 

Facebook [14]. It consists of 1244 instances, characterized by 

14 attributes (Table 2). The dataset is categorized as follows: 

Real Accounts: Comprising 1043 accounts. 

Fake Accounts: Including 201 fake profiles. 

 

Table 2. Facebook dataset features 

 
Feature Description 

Name-Id Unique identifier assigned to each profile. 

Profile Picture Image associated with the user's profile. 

Likes 
Indicates user appreciation for specific 

content. 

Number of Likes 
Specifies whether the number of likes is 

mentioned. 

Number of groups 

joined 
Total groups the user has joined. 

Number of friends Count of mutual friends the user has. 

Education status 
Indicates if the user's education is 

mentioned. 

Work Specifies whether work information is 

provided. 

Living place Indicates if the user's location is mentioned. 

Relationship 
Indicates if the user's relationship status is 

mentioned. 

Checkin 
Feature allowing users to share their 

location. 

Number of posts Total content shared by the user. 

Number of tags Feature enabling users to tag other users. 

Profile intro 
Introductory information used to identify 

the account. 

 

3.1.2 Twitter dataset 

This dataset was sourced from the social media platform 

Twitter [15]. It comprises 1000 instances, each described by 

16 attributes (Table 3). The dataset is divided into the 

following categories: 

Real Accounts: Consisting of 499 real profiles. 

Fake Accounts: Including 501 fake profiles. 

 

Table 3. Twitter dataset features 

 
Feature Description 

Description 
Length of the user-generated string that 

describes the account. 

Protected 
Indicates whether the user has chosen to 

protect their Tweets (true/false). 

Followers count 
The total number of followers the account 

currently has. 

Friends count 
The number of users this account is 

following. 

Statuses count 
Total number of Tweets (including 

retweets) posted by the user. 

Favorites count 
The total number of Tweets the user has 

liked throughout the account’s history. 

Listed count 
The number of public lists in which this 

user is included. 

Verified 
Indicates if the user’s account is verified 

(true/false). 

Background 

image 

Indicates whether the user has opted to use 

their uploaded background image 

(true/false). 

Contributors 

enabled 

Specifies if the user has enabled 

"contributor mode" for their account. 

Default profile 

Indicates whether the user has kept the 

default profile theme or background 

(true/false). 

Default profile 

image 

Indicates if the user has not uploaded a 

custom profile picture, using a default 

image instead (true/false). 

Is translator 
Specifies if the user is a member of 

Twitter's translator community (true/false). 

Hashtags average 
The average number of hashtags used by 

the user in their last 20 tweets. 

Mentions average 
The average number of mentions included 

in the user’s last 20 tweets. 

URLs average 
The average number of URL links included 

in the user’s last 20 tweets. 

 

3.1.3 Instagram dataset 

This dataset, sourced from Kaggle 

(https://www.kaggle.com/free4ever1/instagram-fake-

spammer-genuineaccounts), originates from the OSN 

Instagram. It comprises 696 instances, characterized by 15 

attributes (Table 4). The dataset is categorized into the 

following groups: 

Real Accounts: Comprising 348 real profiles. 

Fake Accounts: Including 348 false profiles. 
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Table 4. Instagram dataset features 

 
Feature Description 

Profile pic 
Indicates whether the user has a profile 

picture. 

Nums/length 

username 

Ratio of numerical characters to the total 

length of the username. 

Full name words 
Number of word tokens in the user's full 

name. 

Nums/length full 

name 

Ratio of numerical characters to the total 

length of the full name. 

Username 
Indicates whether the username and full 

name are identical. 

Description length Length of the biography in characters. 

External URL 
Indicates whether the user’s profile 

includes an external URL. 

Private 
Specifies whether the user’s profile is set to 

private. 

Posts Total number of posts made by the user. 

Followers Total number of followers the user has. 

Follows Total number of accounts the user follows. 

Username 
Ratio of numerical characters to the total 

length of the username. 

Full name tokens 
number of word tokens present in the full 

name. 

Full name num 

ratio 

Ratio of numerical characters to the total 

length of the full name. 

Full name match 
Indicates whether the username and full 

name are exactly the same. 

 

3.2 Dataset preprocessing 
 

Data preprocessing plays an essential role in data analysis. 

It involves converting raw data, which is frequently noisy and 

inconsistent, into a format that is ready for analysis [16]. This 

process is particularly crucial for machine learning, as 

algorithms rely on clean and well-structured data.  
 

Table 5. Dataset preprocessing steps 
 

Data 

Preparation 
Step Description 

Textual 

Cleanup 

Eliminate 

unnecessary 

elements. 

Remove URLs, user 

mentions, hashtags, and 

special symbols. 

Text replacement. 

Substitute emoticons 

and emojis with their 

textual descriptions. 

Language 

standardization. 

Convert abbreviations 

and slang into their 

complete forms. 

Error correction. 
Detect and fix spelling 

errors. 

Expand 

contractions. 
Change contractions. 

Character 

normalization. 

Adjust elongated 

characters. 

Text 

Normalization 

Punctuation 

removal. 

Delete all punctuation 

marks. 

Lowercasing. 
Convert the entire text 

to lowercase. 

Word tokenization. 
Split text into individual 

words. 

Numeric data 

removal. 

Exclude numbers from 

the text. 

Stop word 

removal. 

Eliminate common 

words that lack 

significant meaning. 

Lemmatization. 
Reduce words to their 

root forms. 

By tackling issues related to data quality, preprocessing 

ensures that statistical modeling and algorithm 

implementation can proceed effectively [17]. the 

preprocessing steps applied to each dataset, as detailed in 

Table 5. 

Table 5 outlines the data preparation process, divided into 

two primary categories: Textual Cleanup and Text 

Normalization. 

•Textual Cleanup focuses on refining the text by removing 

unnecessary elements such as URLs, user mentions, hashtags, 

and special symbols. It involves replacing emoticons and 

emojis with their textual counterparts, standardizing language 

by converting abbreviations and slang, correcting spelling 

errors, expanding contractions, and normalizing elongated 

characters. 

•Text Normalization involves standardizing the text further 

by removing punctuation, converting text to lowercase, 

tokenizing words into individual components, excluding 

numeric data, removing stop words that do not add significant 

meaning, and lemmatizing words to their root forms. These 

steps ensure that the data is clean, consistent, and ready for 

analysis. 

 

3.3 Selected bio-inspired algorithm 

 

In this study, the Grey Wolf Optimization Algorithm 

(GWO) has been selected for its nature-inspired approach. 

Mimicking the hunting strategies of grey wolves, GWO is 

designed to solve complex problems by simulating a 

hierarchical system. GWO was selected due to its hierarchical 

structure, which outperforms Particle Swarm Optimization 

(PSO) and Fire Hawk Optimizer (FHO) algorithms in terms of 

convergence speed, particularly when dealing with high-

dimensional feature spaces typical of social media data. This 

structure fosters effective cooperation and maintains a balance 

between exploration and exploitation, enhancing its capability 

to find optimal solutions. 

 

3.3.1 Origin and inspiration 

GWO finds its roots in the social behavior and hunting 

tactics of grey wolves. The hierarchical structure and 

cooperative behaviors of wolf packs were computationally 

modeled through a bio-inspired method [4]. The algorithm is 

modeled after the natural dynamics of wolves working 

collectively to hunt prey, leveraging the principles of 

leadership and teamwork inherent in their social structure to 

address complex optimization challenges. 

 

3.3.2 Operating mechanism 

GWO mimics the hierarchical organization of a wolf pack. 

It categorizes wolves into three levels: alpha, beta, and omega. 

Alpha wolves are the leaders, beta wolves act as subordinates, 

and omega wolves hold the lowest rank.  

 
Algorithm 1. GWO pseudo-code 

Initialize population 

Evaluate fitness of each wolf 

Identify alpha, beta, and delta wolves 

While not termination condition: 

    Update coefficients A and C 

    Update wolf positions 

    Evaluate fitness of updated population 

    Identify new alpha, beta, and delta wolves 

Return best solution (alpha) 
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As shown in Algorithm 1, search agents, representing these 

wolves, start with random initial positions. Through iterative 

updates, the positions of these agents are adjusted based on the 

positions of the alpha, beta, and omega wolves [5]. The 

classification of wolves is based on their fitness values: the 

wolf with the highest fitness is designated as the alpha, 

followed by the beta and omega wolves. The search agents 

move according to the guidance of these wolves, progressively 

converging towards the optimal solution. 

 

3.3.3 Transition from nature to artificial 

The adaptation of GWO from its natural origins to artificial 

applications is outlined in Table 6. It provides a summary of 

how GWO has been adapted to address the issue of fake 

profiles detection. 

 

Table 6. Natural vs. artificial aspects of GWO 

 
Feature Natural Artificial 

Hunting 

Grey wolves 

pursuing prey in 

their natural habitat. 

Users are categorized as 

"Real" or "Fake”. 

Behavior 

Wolves collaborate 

in hunting to find 

optimal solutions. 

Binary classification: 

distinguishing "Real" 

from "Fake" profiles. 

Environment Wilderness. Online social networks. 

Individual A single grey wolf. 
An individual user of a 

social network. 

Population 
A pack of grey 

wolves. 

A group of social 

network users. 

Best 

solution 

The wolf in the 

group that 

successfully 

captures the prey. 

The "Alpha" user 

represents the best 

solution found. 

Distance 
Space between the 

wolf and its prey. 

Calculated as 𝐷 = |𝐶∗
𝑝𝑜𝑠 − 𝑤𝑜𝑙𝑣𝑒𝑠[𝑖]| 

determining proximity to 

the solution. 

 

Table 6 highlights the parallels between GWO for fake 

profiles detection and the natural behavior of grey wolves. In 

this context, users are categorized as either "Real" or "Fake," 

much like grey wolves' pursuit of prey. This classification 

mirrors how wolves cooperate in hunting to reach the best 

outcomes. In the artificial environment, it is online OSNs, 

while in nature, wolves hunt in the wilderness. Individual 

social network users are analogous to single wolves, and 

groups of users resemble wolf packs. The "alpha" wolf, which 

represents the best solution in the optimization process, 

parallels the leading wolf that successfully captures prey in the 

wild. 

The distance metric in GWO measures the proximity to the 

optimal solution, similar to how wolves gauge their distance 

from prey while hunting. 

 

3.4 Chosen fitness function 

 

To address the challenge of fake profiles detection, GWO 

implements a Fitness function for feature selection using 

Logistic Regression (LR) as shown in Algorithm 2. LR was 

chosen as the fitness function due to its robustness, 

interpretability, computational efficiency, and strong 

suitability for binary classification tasks, particularly in 

distinguishing between real and fake profiles. 

Algorithm 2 outlines the Fitness function utilized by GWO. 

It is designed to assess the effectiveness of a solution within 

the bio-inspired algorithm, specifically for feature selection 

and classification tasks. This evaluation process helps 

determine the quality of the selected features and their impact 

on classification accuracy: 

 
Algorithm 2. Fitness function pseudo-code 

Input: X: Feature set, y: Labels, Feature_Mask: Binary mask for 

selecting features 

Select the features from X using Feature_Mask 

Initialize a logistic regression model 

Train the model using Selected_Features and y 

Predict the labels using the trained model 

Calculate the accuracy score: Fitness_Value = 

Accuracy_Score(y, Predicted_Labels) 

Return Accuracy score as Fitness_Value. 

 

Classifier initialization: The algorithm initializes a LR 

model. The latter is a widely used classification algorithm that 

models the probability of a binary outcome (e.g., fake or real 

profile). LR is the ideal choice for this task because it can 

handle binary classification problems and provides 

probabilistic outputs [18]. 

Feature selection: It is a crucial step in ML, especially 

when dealing with high-dimensional data [19]. By selecting 

the most relevant features, the algorithm can improve model 

performance, reduce computational complexity. Algorithm 2 

shows that LR employs a feature selection mechanism using a 

binary mask. This mask determines which features from the 

original feature set (X) will be included in the model training. 

The selected features are then used to train the LR model.  

Fitness evaluation: The Accuracy score between the 

predicted labels and the actual labels is calculated. This 

Accuracy score serves as the fitness value for the algorithm. 

LR and bio-inspired algorithms are increasingly recognized 

as robust options for detecting fake profiles on OSNs due to 

their complementary strengths: 

•Enhanced performance: Combining LR with bio-inspired 

algorithms leverages the strengths of both approaches. LR 

offers binary classification, interpretability, and efficiency, 

while bio-inspired algorithms provide optimization, and 

adaptability. This synergistic combination leads to superior 

performance in detecting fake profiles. 

•Optimized feature selection: Bio-inspired algorithms 

effectively identify the most relevant features for 

classification, increasing both the accuracy and efficiency of 

the overall model. 

•Parameter optimization: These algorithms also facilitate 

tuning of LR parameters, further boosting the model's overall 

performance. 

•Addressing complex relationships: Bio-inspired 

algorithms can capture intricate relationships between features 

that are challenging to model with traditional techniques. 

•In the context of fake profiles detection, GWO is 

instrumental in selecting the most informative features that 

effectively distinguish between real and fake profiles. Once 

these optimal features are identified, LR serves as a powerful 

classifier, leveraging the refined feature set to accurately and 

efficiently distinguish between the two categories. 

 

3.5 Chosen machine learning algorithms 

 

In fake profile detection, various ML algorithms are 

selected for their ability to complement each other by 

identifying patterns and anomalies effectively. 

Decision Tree (ID3): This algorithm constructs 
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interpretable models by establishing distinct decision 

boundaries, making it valuable for analyzing how specific 

profile features (such as activity levels or group memberships) 

correlate with a profile being classified as real or fake [20]. 

Support Vector Machine (SVM): Known for its ability to 

identify nuanced patterns in high-dimensional social datasets, 

such as behavioral metrics, SVM is highly effective for binary 

classification tasks, making it particularly suited for 

distinguishing between "real" and "fake" profiles [21]. 

Naive Bayes (NB): Its simple and straightforward approach 

and computational efficiency make it well-suited for handling 

large datasets, particularly in instances where specific features, 

such as profile descriptions or posting behaviors, strongly 

indicate fake accounts [22]. 

Random Forest (RF): Its ensemble structure enables it to 

model complex interactions between various features, making 

it highly effective in detecting a wide range of fake profiles by 

analyzing diverse behavioral patterns [23]. 

K-Nearest Neighbor (K-NN): This algorithm classifies 

profiles by assessing their similarity to existing real or fake 

profiles, making it efficient at identifying outliers and unusual 

accounts by measuring their proximity to clusters of typical 

user behavior [24]. 

K-Means: Although it is mainly a clustering technique, it 

helps group users based on behavioral traits, facilitating the 

unsupervised detection of fake profiles that display patterns 

distinctly different from those of real users [25]. 

These algorithms offer a diverse set of approaches to deal 

with the fake profiles detection problem, each leveraging 

different aspects of user data and behavior patterns to improve 

overall model’s detection. 

 

3.6 Implementation parameters 

 

This section presents the different implementation 

parameters defined for GWO (Table 7) and the chosen ML 

algorithms (Table 8). 

 

Table 7. GWO implementation parameters 

 
Parameter Description Value 

Population 

size 

The total number of wolves 

(solutions) in the population. 
50 

Maximum 

iterations 

The maximum number of iterations 

the algorithm will run. 
50 

Alpha (α) 
Controls the influence of the alpha 

wolf in guiding the search. 
0.5 

a 

Determines how many top wolves 

(alpha, beta, delta) are updated per 

iteration. 

2 

Coefficient C 

Coefficient vector used to calculate 

the distance between wolves and 

prey. 

Random 

[0, 2] 

Coefficient A 

Controls the exploration and 

exploitation balance by adjusting 

how wolves position themselves. 

Random 

[-a, a] 

Convergence 

criteria 

The condition for terminating the 

optimization process (e.g., iteration 

count). 

50 

Prey position 

(Best 

solution) 

Represents the optimal solution 

found so far, corresponding to the 

prey's position. 

Dynamic 

Exploration 

rate 

The rate at which wolves explore 

new areas of the search space. 
0.6 

Exploitation 

rate 

The rate at which wolves refine 

their search around the best 

solution. 

0.7 

Table 8. ML implementation parameters 

 
Algorithm Parameter Default Value 

ID3 

Maximum depth None (Unlimited) 

Minimum samples split 2 

Criterion "entropy" 

SVM 

Kernel "rbf" 

Regularization (C) 1.0 

Gamma "scale" 

NB 
Prior probabilities None 

Var smoothing 1,00E-09 

RF 

Number of trees 100 

Maximum depth Unlimited 

Criterion "gini" 

K-NN 

Number of neighbors Different values 

Weights "uniform" 

Algorithm "auto" 

K-Means 

Number of clusters 2 

Initialization random 

Max iterations 300 

 

 

4. RESULTS AND DISCUSSION 

 

This section presents the experimental results and offers a 

detailed discussion on the performance of the proposed bio-

inspired algorithm in detection fake profiles. The results are 

evaluated based on metrics such as Accuracy, Precision and 

convergence, and efficiency also. Additionally, comparison 

and analysis of key parameters affecting the 

exploration/exploitation balance of GWO is presented. 

Table 9 presents the confusion matrix for the different 

datasets used in the experiment. It provides valuable insight 

into the effectiveness of the proposed model which coupled 

with GWO and its LR-based Fitness function. 

•The confusion matrix presents a good classification 

performance of both real and fake profiles: 

•1025 true positives and 200 true negatives with Facebook 

dataset. 

•464 true positives and 498 true negatives with Twitter 

dataset. 

•326 true positives and 328 true negatives with Instagram 

dataset. 

 

Table 9. Confusion matrix with GWO 

 
OSN Actual Label Predicted Real Predicted Fake 

Facebook 
Actual Real 1025 1 

Actual Fake 18 200 

Twitter 
Actual Real 464 3 

Actual Fake 35 498 

Instagram 
Actual Real 326 22 

Actual Fake 20 328 

 

This implies that only 18, 35, and 20 profiles are detected 

as false negatives for Facebook, Twitter, and Instagram, 

respectively. It demonstrates balanced fake profiles detection. 

These results highlight the model's Precision at 0.97, 0.93, and 

0.94 for Facebook, Twitter, and Instagram, respectively (Table 

10), meaning it is highly effective at minimizing false 

positives, with the best results achieved using the Facebook 

dataset. With Recall values of 0.96, 0.93, and 0.94 (for 

Facebook, Twitter, and Instagram, respectively), the model 

also performs well in detecting a significant proportion of fake 

profiles. 

As shown in Table 9, GWO played a key role in enhancing 

the model’s performance. By mimicking the hierarchical 
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hunting strategies of grey wolves, which is essential in 

optimization tasks like feature selection for fake profiles 

detection. Thereafter, through the iterative process of position 

updates guided by alpha, beta, and omega wolves, GWO 

effectively identifies the most relevant features. This ensures 

that the model focuses on the most distinguishing 

characteristics of real and fake profiles, contributing to its high 

classification Accuracy of 0.97, 0.93, and 0.94 for Facebook, 

Twitter, and Instagram, respectively (Table 10). Logistic 

Regression (LR) serves as the fitness function within GWO 

algorithm to assess how well a set of selected features can 

classify profiles correctly. This is done by evaluating the 

quality of feature subsets during the optimization process. LR 

is particularly well-suited for binary classification tasks, such 

as distinguishing between real and fake profiles. It is also 

important to point out that LR's natural ability to handle 

regularization helps control overfitting, as demonstrated 

across various datasets with different features and sizes. 

 

Table 10. Results overview 

 
Dataset Ref. Metric NB DT SVM RF K-NN K-Means GWO 

Facebook 

[14] 

Accuracy - 0.97 0.95 - 0.91 - - 

Precision - 0.98 0.97 - 0.95 - - 

Recall - 0.98 0.96 - 0.93 - - 

F1-score - 0.93 0.91 - 0.81 - - 

Our model 

Accuracy 0.96 0.96 0.95 0.95 0.96 0.82 0.97 

Precision 0.91 0.92 0.91 0.92 0.93 0.42 0.97 

Recall 0.95 0.95 0.94 0.93 0.93 0.48 0.96 

F1-score 0.93 0.93 0.963 0.94 0.94 0.45 0.95 

Twitter 

[15] 

Accuracy 0.91 - - - - - - 

Precision 0.88 - - - - - - 

Recall 0.93 - - - - - - 

F1-score 0.91 - - - - - - 

Our model 

Accuracy 0.84 0.88 0.84 0.9 0.87 0.75 0.93 

Precision 0.75 0.89 0.85 0.89 0.88 0.5 0.93 

Recall 0.76 0.88 0.84 0.9 0.87 0.55 0.93 

F1-score 0.76 0.87 0.84 0.9 0.87 0.52 0.93 

Instagram 

Dataset 

Accuracy 0.91 - 0.92 - - - - 

Precision 0.87 - 0.93 - - - - 

Recall 0.95 - 0.91 - - - - 

F1-score 0.91 - 0.92 - - - - 

Our model 

Accuracy 0.89 0.88 0.89 0.92 0.89 0.73 0.94 

Precision 0.6 0.88 0.9 0.92 0.89 0.48 0.94 

Recall 0.6 0.87 0.89 0.93 0.89 0.53 0.94 

F1-score 0.6 0.87 0.89 0.92 0.89 0.5 0.93 
Note: Dataset https://www.kaggle.com/free4ever1/instagram-fake-spammer-genuineaccounts 

 

Table 10 compares the results obtained by the proposed 

model with those from studies providing datasets from OSNs 

such as Facebook, Twitter, and Instagram. The performance 

metrics evaluated include Accuracy, Precision, Recall, and F1-

score. The results can be interpreted in terms of GWO's 

performance, including its use of LR as a fitness function, its 

exploration and exploitation capabilities, and its convergence 

behavior across the diverse solution spaces presented by the 

datasets. 

For the Facebook dataset, the combination of GWO and LR 

emerges as a highly effective solution for fake profile 

detection. GWO's capabilities, coupled with its rapid 

convergence, enable it to select the most relevant features for 

LR, resulting in superior performance across all metrics. In 

spite of that, the previously reported model [14] achieved a 

slightly higher scores with DT with Accuracy, Precision and 

Recall reaching 0.97, 0.98 and 0.98 respectively compared to 

0.97, 0.96, 0.96 obtained by the proposed model. This suggests 

that while DT might capture more true positives, it also 

introduces more false positives, which GWO mitigates. 

However, the proposed model surpasses the previous model's 

performance in terms of F1-score, achieving 0.95 compared to 

the earlier result of 0.93. It is worth to notice that the previous 

reported model [14], which employed SVM and K-NN 

showed lower Accuracy, Precision, Recall, and F1-score 

compared to GWO, indicating that they are less effective for 

this dataset. 

On Facebook dataset, the high Precision (0.97) and Recall 

(0.96) demonstrate that GWO effectively balances the search 

for new solutions with refining existing ones. Its exploration 

ability allows it to search through a large solution space, 

identifying relevant features that may be scattered across 

various behavioral patterns, interaction data, and content 

attributes. Once promising feature subsets are found, 

exploitation ensures that the algorithm reduces its scope of 

action on refining the most optimal feature set. 

On Facebook dataset, GWO exhibits rapid convergence, as 

showed by its Accuracy score of 0.97. This rapid convergence 

enables the proposed model to efficiently identify the most 

relevant feature subsets, leading to superior Precision and 

Recall, which is valuable when working with a dataset like 

Facebook's. 

For the Twitter dataset, GWO/LR combination proves to be 

a very efficient as solution for the detection of fake profiles. 

GWO's capabilities (exploration, exploitation and rapid 

convergence), facilitate its identification of the most relevant 

features for LR, consistently outperforming in all aspects of 

evaluation. While the previously reported model [15] achieved 

an equal Recall score of 0.93 obtained by NB, the proposed 

model consistently outperforms it in terms of Accuracy (0.93 

vs. 0.91) and Precision (0.93 vs. 0.88). 

On Twitter dataset, in order to avoid overfitting, GWO\LR's 

capabilities ensure that selected features generalize well. 

GWO’s exploration is particularly important, given the rapid 

pace and diversity of user activity. The model excels at 

analyzing dynamic data (interactions, mentions and retweets) 
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to find important features. Then, GWO’s exploitation is used 

to refine the feature set, as shown by the Precision and Recall 

scores of 0.93. 

On Twitter dataset, GWO’s convergence is also evident in 

its Accuracy score of 0.93, which surpasses other algorithms. 

The proposed model converges toward a solution that balances 

false positives and false negatives effectively, achieving the 

highest F1-score of 0.93. It is clear that the proposed model 

has the ability to handle dynamic and varied data as Twitter 

dataset. 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 1. GWO’s convergence performance, (a) accuracy, 

(b) precision, (c) recall 

 

Figure 1 visually illustrates GWO’s convergence behavior 

over iterations in terms of accuracy, precision, and recall, 

clearly outperforming other ML algorithms. The convergence 

results, illustrated in Figure 1, highlight the effectiveness of 

the GWO-based approach compared to traditional machine 

learning (ML) algorithms for fake profile detection on social 

media. In Figure 1(a), the accuracy of GWO rises steadily 

from 80% to 97%, clearly outperforming baseline ML models 

that plateau at 85%. This improvement reflects GWO’s 

capability to guide effective feature selection, resulting in 

more accurate classification. Similarly, Figure 1(b) shows that 

GWO achieves precision values exceeding 96%, compared to 

~82% for standard ML. This indicates a marked reduction in 

false positives, enhancing the model’s reliability in 

distinguishing fake profiles from real ones. Figure 1(c) shows 

recall improving from 77% to over 95% with GWO, 

highlighting its strength in reducing false negatives. This is 

crucial in security contexts where missing fake profiles can 

lead to harmful consequences. 

A detailed error analysis across the three datasets—

Facebook, Twitter, and Instagram—revealed distinct patterns 

in misclassification. The majority of false negatives occurred 

within the Instagram dataset, largely due to sparse and 

inconsistent profile attributes, which limit the model’s ability 

to extract distinguishing features. Unlike Facebook and 

Twitter, where users tend to share more structured and 

informative data (e.g., friend counts, bio text, post activity), 

Instagram profiles often lack depth, making fake profiles 

harder to differentiate from real ones. In the Twitter dataset, 

most false positives were associated with verified or bot-like 

real accounts that exhibited abnormal behavior, such as 

excessive posting or retweeting, mimicking fake profiles. For 

Facebook, errors were more balanced between false positives 

and false negatives, often due to duplicated or minimalistic 

user information, which blurred the decision boundary. These 

findings suggest the need for platform-specific feature 

engineering and the possible integration of behavioral or 

temporal features to further improve model accuracy, 

especially in data-sparse environments like Instagram. 

Also, Table 10's results can be interpreted in terms of 

datasets specifications. Each dataset provides distinct sets of 

features that highlight the behavioral patterns and profile 

characteristics of users. These features, along with the 

distribution of real and fake profiles, directly influence the 

model’s ability to detect fake profiles. 

Size and distribution: Facebook dataset has a much larger 

proportion of real profiles compared to fake ones (16%), 

which could make detecting fakes more challenging. When, 

Twitter and Instagram datasets are perfectly balanced, which 

allows for better performance evaluation in fake profile 

detection as the algorithm has equal exposure to real and fake 

profiles. 

Features set: Facebook dataset focuses on profile 

information and social activity, which gives a lot of data 

related to social behaviors but lacks some of the detailed 

engagement metrics (hashtags and mentions). Whereas, 

Twitter highlights account behavior, including follower-

following ratios and tweet activity, which provides rich 

behavioral data that could help for detecting fake profiles. 

While, Instagram focuses more on profile creation 

characteristics, such as username, bio length, and followers-

to-follows ratio, as well as private settings and presence of an 

external URL. This could make it particularly suitable for 

detecting fake profiles, such as those created automatically. 

Data imbalance: Facebook dataset presents an imbalanced 

dataset where the real profiles significantly outnumber the 

fake ones (5:1 ratio), which can introduce biases in training 

models. Twitter and Instagram datasets, being balanced 

datasets, do not suffer from this issue, allowing algorithms to 

train on an equal representation of real and fake profiles. 

Complexity features: Facebook's feature set is broader in 

terms of social behavior (groups, friends, education, check-

ins), making it a more complex dataset for models that need to 
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understand diverse aspects of user interaction and profile 

details. In turn, Twitter dataset adds complexity with its focus 

on engagement metrics, such as hashtags, mentions, and tweet 

activity (behavior-based features), which are essential to 

understanding how users engage with the platform. Yet, 

Instagram dataset is a mix of both profile structure and 

activity. Its emphasis on profile features (e.g., numerical 

characters in usernames) could make it easier to detect fake 

accounts, but also lacks some of Twitter's engagement data. 

Despite the promising results achieved by the proposed 

model, certain shortcomings persist. Therefore, it is imperative 

to propose solutions to address these issues. 

Additional evaluation metrics: While Table 10 focuses on 

common metrics like Accuracy, Precision, Recall, and F1-

score, other evaluation metrics [26], such as Area Under the 

ROC Curve (AUC), Matthews Correlation Coefficient 

(MCC), or Specificity, could provide deeper insight into 

model performance, especially in imbalanced datasets. 

Incorporating more advanced feature engineering: The 

datasets (especially Facebook) include various profile-related 

features, but additional behavioral features and text analysis 

(e.g., sentiment analysis of posts or descriptions [27]) could 

help improve the algorithms’ ability to differentiate between 

real and fake profiles. 

Balancing false positives and negatives: While some 

algorithms achieve high Recall, they suffer from false 

positives (low Precision). Cost-sensitive learning techniques 

[28] could help minimize false positives by adjusting the 

classification threshold or weighting false positives more 

heavily in the loss function. 

Addressing imbalance between precision and recall: 

Several models, especially NB on Instagram dataset, show 

high Recall but suffer from lower Precision. This indicates that 

while true positives are identified well, false positives remain 

problematic. A solution to overcome this situation is to go for 

hybrid models. 

Algorithm-specific tuning: Certain algorithms, like K-

means, consistently underperform and may require specialized 

tuning or adjustments for binary classification tasks. Applying 

feature selection techniques or exploring enhanced clustering 

methods (e.g., SK-NSGAII [29]) could help improve K-

means’ performance. The exploration of additional 

metaheuristics, not only bio-inspired optimization algorithms 

[30], but also those inspired by different approaches [31], aims 

to enhance performance. 

It is important to acknowledge that the iterative feature 

selection process in GWO increases computational runtime 

compared to traditional ML methods. However, this additional 

computational overhead is justified by the substantial 

improvements in classification accuracy. 

 

 

5. CONCLUSION 

 

This study presents a comprehensive analysis of fake profile 

detection on social media platforms using bio-inspired 

algorithms, specifically the Grey Wolf Optimization 

algorithm, in conjunction with ML algorithms. The proposed 

model, which integrates GWO with Logistic Regression as a 

Fitness function for feature selection matter, demonstrates 

higher performance across datasets from Facebook, Twitter, 

and Instagram. 

The key findings of this research are as numerous. First, the 

GWO-based model consistently outperforms traditional ML 

algorithms in terms of Accuracy, Precision, Recall, and F1-

score. This highlights the potential of bio-inspired 

optimization techniques in enhancing feature selection and 

classification accuracy for fake profile detection. Second, the 

proposed model shows robust performance across varied 

datasets, effectively handling both imbalanced (Facebook) and 

balanced (Twitter, Instagram) datasets. Next, the study 

highlights the critical role of relevant feature selection in 

improving model performance to enhance differentiation 

between real and fake profiles. 

While the proposed model delivers promising results, there 

is scope for future research directions. The exploration of 

additional metaheuristics, not only bio-inspired optimization 

algorithms, but also those inspired by different approaches, 

aims to enhance performance. Also, the development of real-

time detection models capable of efficiently identifying fake 

profiles without losing accuracy or precision. Additionally, it 

would be interesting to conduct cross-platform analyses to 

develop more generalized detection models applicable across 

multiple social networks. Additionally, since datasets differ in 

characteristics (e.g., Facebook emphasizes social behavior 

while Instagram highlights profile details), using personalized 

solutions for each dataset may be more effective. Adapting 

algorithms or their parameters to the specific features of each 

platform, like interaction patterns for Twitter or multimedia 

content for Instagram, could enhance fake profiles detection 

accuracy. Lastly, it is important to address ethical 

considerations, including privacy concerns and the potential 

impact of false positives on legitimate users, especially given 

the current global context. 
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