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Ensuring traffic safety and efficient management in densely populated urban environments 

is increasingly critical as global automobile usage surges. Addressing these challenges 

requires innovative solutions that leverage advanced mathematical modeling and deep 

learning techniques. Using an improved version of the Fully Convolutional One-Stage 

Object Detection (FCOS) neural network optimized with Rep-VGG as its backbone, this 

study introduces a new Intelligent Transportation System (ITS) for real-time traffic incident 

detection. By conducting extensive experiments on the Highway Incidents Detection Dataset 

(HWID12), the proposed system demonstrates a detection accuracy of 96.91%. The 

integration of advanced deep learning and mathematical modeling techniques not only 

enhances detection accuracy but also improves computational efficiency, making the system 

suitable for real-time applications in complex urban traffic networks.   
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1. INTRODUCTION

Traffic management and incident detection present an 

emerging research topic that is rapidly increasing interest in 

traffic control systems. An important step toward reducing 

gridlock is the ability to detect the status of incidents on roads. 

It is crucial for traffic control to have efficient incident 

detection systems. Incidents involving vehicles have a 

detrimental effect on traffic flow globally. They could also 

inflict harm or even death. Consequently, getting traffic back 

to normal and protecting lives and property on the roads 

requires incident detection systems that work. It is critical to 

develop an Intelligent Transportation System (ITS) that can 

reliably identify various on-road accidents to prevent the loss 

of countless lives. Due to the growing demand for automobiles 

and human mobility, traffic congestion presents a growing 

concern in many countries and cities. This ongoing problem 

has several recurring causes, including peak-hour traffic 

congestion. Traffic incidents, on the other hand, are one-time 

occurrences that interfere with or obstruct traffic flow. Traffic 

accidents, stationary vehicles, road work, poor weather 

conditions, and floods can all cause incidents [1, 2]. So, traffic 

accidents could drastically cut down on road capacity, cause 

unanticipated delays, and drive-up travel costs [3]. There are 

many causes of mortality and disability, but one of the most 

common is traffic accidents. Worldwide, between 20 and 50 

million persons sustain injuries or impairments as a result of 

traffic-related events each year, with an estimated 13 million 

fatalities [4]. To combat these detrimental effects of incidents, 

building a new detection incidents system will be the best 

solution. To counteract these detrimental impacts of traffic 

events, the Transportation Incident Management (TIM) 

module became an essential part of Transportation 

Management Centers (TMC). Improving the speed and 

accuracy of traffic event detection and localization is a key 

goal of traffic incident management. Building a new efficient 

incident detection system presents the most effective solution 

to deal with traffic issues. 

Any incidents detection system's goal is to accurately and 

immediately identify any incident as it occurs. Unusual traffic 

circumstances are a common consequence of incidents, which 

is why incident detection is implemented. Congestion, delays 

for traffic coming from the upstream direction, and a backlog 

of moving cars might result from a major incident that blocks 

the road. 

For efficient traffic control and management in urban 

networks, incident detection is crucial for swiftly restoring a 

smooth flow of traffic. To avoid and reduce congestion, an 

accurate and reliable incident detection system enables the 

realization of a variety of environments with financial benefits. 

Urban road networks frequently experience traffic disruptions 

due to events like accidents, bad weather, and construction 

projects. These abnormalities cause traffic congestion and 

delays because the route is underutilized, which in turn has a 

domino effect of negative consequences on the environment, 

economy, safety, and security [5]. The root causes of traffic 

jams and delays have been the subject of extensive study 

during the last several decades. There are two main categories 
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of congestion: recurring and nonrecurring. The former is a 

description of a situation where road capacity is inadequate to 

meet traffic demand, while the latter is the result of unplanned 

circumstances such as accidents, severe weather, or special 

events [6]. The economic and social impacts of nonrecurrent 

congestion are more far-reaching and more diverse in terms of 

spatial and temporal aspects compared to those of recurrent 

congestion. Traffic accidents are significant contributors to 

poor accessibility and dependability. Numerous studies have 

been conducted in the field of traffic incident analysis and 

management as a result of these aspects. By improving prompt 

issue response, the incident detection function has proven 

essential in raising the dependability of transportation 

networks. The severity of congestion and the possibility of 

additional events can both be decreased through prompt 

incident response. Therefore, decreasing traffic bottlenecks, 

lowering operational expenses associated with incident 

clearance, and efficient and precise detection and verification 

of traffic incidents is crucial to reestablishing the mobility of 

the road network. 

An increasing number of computer vision problems have 

been successfully addressed by architectures based on Deep 

Learning in recent years. Indoor wayfinding [7], object 

detection [8], pedestrian detection [9], tiredness detection [10], 

and indoor object recognition [11] have all had promising 

results when applying deep learning. Developing a trustworthy 

strategy for traffic accident detection is the major aim of this 

research. In order to effectively control traffic and prevent 

congestion, the detection findings might be transmitted to a 

traffic management center. 

The main idea was to design a new efficient and effective 

incident detection system based on a Deep Learning algorithm 

to ensure more reliability in urban networks and to ensure 

better safety for driving conditions. The proposed work will be 

developed based on a modified version of an anchor-free 

neural network named “Fully Convolutional One-Stage Object 

Detection”. 

This work advances state-of-the-art in traffic incident 

detection by addressing key limitations of existing studies in 

both detection accuracy and computational efficiency. While 

prior methods such as YOLOv4, SSD, and Faster R-CNN have 

demonstrated strong performance in general object detection 

tasks, they often struggle with small and occluded object 

detection, which are critical in traffic incident scenarios. Our 

proposed approach integrates the Rep-VGG backbone into the 

Fully Convolutional One-Stage (FCOS) detection framework, 

leveraging its efficient structural re-parameterization 

technique to enhance feature extraction while maintaining low 

computational overhead. This novel integration enables the 

model to achieve superior performance on multi-scale and 

occluded objects, a challenge not adequately addressed in 

previous studies. Extensive experiments on the Highway 

Incidents Detection Dataset (HWID12) show that our model 

achieves a detection accuracy of 96.91%, outperforming state-

of-the-art methods. 

 Furthermore, the lightweight architecture of Rep-VGG 

allows for real-time inference, ensuring practical deployment 

in ITS. By combining improved accuracy, efficiency, and 

robustness, this work sets a new benchmark for real-time 

traffic incident detection and offers a scalable solution for real-

world applications. The reminder of the paper is the following: 

part 2 features the most current, cutting-edge research on 

incident and accident detection utilizing Deep Learning 

methods. The suggested architecture for creating a traffic 

incident detection system is described in Section 3. Everything 

that was tested and found in this study is detailed in Section 4. 

The paper is concluded in Section 5.  

 

 

2. RELATED WORKS 

 

Since traffic incidents are a leading cause of traffic 

congestion, it is essential to promptly detect accidents in order 

to lessen the amount of time they cause disruption and the 

negative consequences they bring. The development of 

innovative technologies for the detection of traffic incidents 

and accidents is crucial for the improvement of traffic 

conditions, the prevention of their negative impacts, and the 

maintenance of regular traffic flow in metropolitan areas. 

In order to identify incidents and prevent their detrimental 

consequences, several works have been suggested in the 

literature. An important part of traffic management and control 

is the incident detection task, which determines how fast urban 

networks can return to smooth traffic flow. Several monetary 

and ecological advantages can be achieved by promptly 

decreasing congestion via reliable incident detection. 

Automatic traffic incident identification using Deep 

Convolutional Neural Networks (DCNN) was proposed by 

Zhu et al. [12]. To test the method, we used datasets on Central 

London traffic and incidents. Because of its better detection 

rate and lower false positive rate, this method may offer 

benefits over traditional neural networks, according to the 

results. 

Constant monitoring is necessary to spot fatal incidents in 

real-world traffic surveillance footage and respond 

accordingly. A method for the automated detection and 

location of traffic accidents based on Deep Learning has been 

suggested by Pawar and Attar [13]. Utilizing a one-class 

classification algorithm and utilizing spatiotemporal and 

sequence-to-sequence long short-term memory autoencoders, 

the method models the video's spatial and temporal 

representations. The quantitative and qualitative outcomes 

produced by this approach were satisfactory. 

Automated accident detection is a promising new frontier in 

traffic monitoring systems. These days, traffic control systems 

and security cameras are standard at most major intersections. 

As a result, vision-based computer systems could automate the 

detection of accidents and other traffic events. A real-time 

accident detection system utilizing Deep Learning was 

suggested by Ghahremannezhad et al. [14]. The foundation of 

this system is the YOLO v4 network. The strength of this 

system is tested using video sequences from YouTube that 

have different lighting conditions. This system has been shown 

effective in real-time operations, according to experimental 

data. 

A Deep Learning model was developed by Polson and 

Sokolov [15] to predict traffic flows. The key contribution is 

the integration of a linear model fitted with L1 regularization 

with a sequence of tanh layers into an architecture. Traffic 

flow estimation is complicated by sharp nonlinearities brought 

on the changes in state from free flow to breakdown to 

recovery to congestion. Using Deep Learning to accurately 

estimate short-term traffic flow, scientists proved that the 

framework can capture these nonlinear spatiotemporal effects. 

ITS now face the formidable challenge of ensuring road traffic 

safety in the face of an alarming global increase in traffic 

mishaps. In order to increase road safety, it is essential to 

identify high-risk areas for traffic accidents. Only then may 
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suitable precautions be implemented. An technique that 

combines social and remote sensing data with a multi-view 

learning mechanism was suggested as a solution to this 

problem [16]. Sending data to traffic management centers in a 

timely manner can help reduce the negative impacts of 

crashes. 

Crash risk prediction is crucial for highway traffic safety 

and preventing secondary crashes. The early and precise 

detection of crashes has long been a focus of research as a 

means to aid in traffic incident management. A model to detect 

crashes and estimate crash risk based on Deep Learning was 

suggested by Huang et al. [17]. When compared to cutting-

edge shallow models, the results show that the deep model is 

superior at detecting and predicting crashes.  

The rise in car ownership that accompanies rapid 

urbanization has been a major contributor to the epidemic of 

deadly and financially devastating traffic accidents. 

Estimating the risk of a traffic collision is critical for accident 

prevention and actively reducing the harm that accidents 

cause. For the purpose of predicting the likelihood of traffic 

accidents, Ren et al. [18] presented a method based on Deep 

Learning. Applying this method to a smart traffic control 

system can improve traffic flow and forecast organization. 

Previous studies on traffic incident detection have failed due 

to skewed datasets and inadequate sample numbers. In order 

to meet the demands of traffic management, event detection 

models should also enhance their real-time capabilities. Li et 

al. [19] suggested a hybrid paradigm as a solution to these 

issues. This study extracts geographical and temporal 

correlations of traffic flow and incident detection using a 

Generative Adversarial Network (GAN) in conjunction with a 

Temporal and Spatially Stacked Autoencoder (TSSAE). This 

helps to increase the sample size and preserve dataset balance. 

By taking geographical and temporal variables into account, 

this model surpasses several benchmark models, according to 

the results. 

An event detection model's false alarm and detection rates 

might be negatively impacted by a small and imbalanced 

training sample. Generative Adversarial Networks (GANs) are 

proposed as a novel method for incident detection by Lin et al. 

[20], which aims to address the problem of inadequate event 

occurrences. The experimental results suggest that this 

approach has the potential to enhance traffic incident detection 

rates while significantly lowering the rate of false alarms.  

Accidents involving other vehicles are one of the most 

common challenges drivers have. With this issue, we have one 

of the most typical causes of traffic bottlenecks and 

congestion. An IoV-based Deep Learning system called 

DeepCrash was proposed by Chang et al. [21] to tackle this 

issue. Among the components of this system are a front-facing 

camera and a self-collision detection sensor built within the 

car, as well as a Deep Learning server and a management 

platform hosted in the cloud. A corresponding emergency 

message will be delivered and all relevant data will be 

forwarded to the cloud server in the event that a vehicle 

collision is detected. 

While many studies have sought to improve methods for 

detecting traffic incidents, very few have taken a 

comprehensive approach, considering not only human error 

but also the potential impact of natural disasters on traffic flow 

and safety. As part of the planned project, we will be tasked 

with developing a state-of-the-art incident and disaster 

detection system to enhance road safety. We take note of the 

fact that a traffic management center can be linked to the 

suggested system in order to keep traffic flow under better 

conditions. Both in terms of processing speed and detection 

accuracy, the suggested incident detection system showed 

very competitive results.   

 

 

3. PROPOSED ARCHITECTURE 

 

Architectures built on Deep Learning have proven to be 

highly effective in resolving many computer vision and image 

processing problems. New anchor-free object detector 

architectures based on Deep Learning have recently been 

suggested. Both processing time and the complexity of 

computations for tasks can be significantly reduced with this 

design. 

Prior studies have demonstrated that Rep-VGG achieves a 

favorable balance between accuracy and computational 

efficiency by utilizing structural re-parameterization. For 

instance, Ding et al. [22], who introduced Rep-VGG, showed 

that this backbone can achieve performance on par with 

ResNet while being significantly faster at inference. 

Unlike backbones such as ResNet or DenseNet, Rep-VGG 

transforms its multi-branch architecture into a single-path 

structure at inference time. This significantly reduces 

computational overhead, making it ideal for real-time 

applications like traffic incident detection. 

To prevent traffic jams and keep traffic moving smoothly, 

the authors of the proposed study tweaked an existing fully 

convolutional one-stage objects detector called FCOS [23]. 

Their goal was to create an incident detection system that 

could be integrated with a traffic management and control 

system. The per-pixel prediction object identification problem 

is solved by this architecture, which does away with anchors. 

This architecture solves the regression problem similarly to 

segmentation issues. To reduce the amount of calculation and 

its complexity, more attention has been devoted to eliminating 

anchors, which require a greater number of aspect ratios and 

more computation complexity. FCOS presents the most 

famous free architectures which directly search for objects on 

the image based on point tiled. FCOS architecture enables 

fewer predictions per image. The FCOS architecture is based 

on three main parts: backbone, Feature Pyramid Network 

(FPN), and Detection head. 

Backbone: the backbone is generally used to extract the 

most relevant parts of the input data to ensure better 

classification, detection, and segmentation performances. The 

proposed incident detection system was developed based on a 

modified version UNETR. In the proposed architecture, we 

modified the network backbone by using the Rep-VGG 

network [24]. This architecture provides much simpler 

parameters than those used in state-of-the-art networks. It 

provides two different architectures, one for training and the 

second for inference as presented in Figure 1. The 

modification of the architectures used is performed by a re-

parametrization technique and from this fact, the network was 

named Rep-VGG. 

Rep-VGG architecture provides various advantages:  

- It provides a simple architecture composed of 3×3, 1×1, 

and batch normalization layers.  

- The architecture is much simpler than state-of-the-art 

architecture as it is instantiated without heavy designs.  

- The model provides a plain architecture where every layer 

will be fed by the output of its previous layer.  

REP-VGG provides two different architectures. As the 
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multi-branch architecture provides various benefits in the 

training stage and various disadvantages in the inference stage. 

REP-VGG network resolves this problem by providing a 

multi-branch architecture for training and one branch 

architecture for inference. Rep-VGG architecture provides an 

ability to change its architecture via parameter transformation.  

Rep-VGG provides a revolutionary architecture that can be 

useful for different model stages: training and inference. Rep-

VGG architecture ensures a good trade-off between time 

processing and accuracy compared to state-of-the-art models. 

It provides a structural re-parametrization technique: multi-

branch architecture for training and plane architecture for 

inference.  

 

 
 

Figure 1. Rep-VGG architecture 

 

The Rep-VGG network presents an easy implementation 

and is very useful for classification tasks. Also, it provides two 

variants: Rep-VGG A and Rep-VGG B as provided in Table 

1. 

 

Table 1. Rep-VGG architecture specification [24] 

 
Stage Output Size Rep-VGG-A Rep-VGG-B 

1 112 × 112 1 × min (64,64a) 1 × min (64,64a) 

2 56 × 56 2 × 64a 4 × 64a 

3 28 × 28 4 × 128a 6 × 128a 

4 14 × 14 14 × 256a 16 × 256a 

5 7 × 7 1 × 512b 1 × 512b 

 

The Rep-VGG architecture showcases a multiplier b, 

which, when b greater than a, allows the final layer to store 

more detailed information for use in categorization or 

subsequent processes. To scale the first four stages and the 

final stage, it also gives a multiplier a and b, respectively.  

An important factor in improving the efficiency and 

effectiveness of neural network designs is the activation 

function. To address several issues and decrease the 

computational complexity of Deep Learning models, the 

Scaled Polynomial Constant Unit Activation Function 

(SPOCU) [25] was created. SOPCU outperformed state-of-

the-art activation functions like SELU [26] and RELU [27] in 

terms of performance. Eq. (1) defines the SPOCU activation 

function, which is used as the activation in the Rep-VGG. 

 

𝑆(𝑥) = 𝛼ℎ (
𝑥

𝛾
+ 𝛽) − 𝛼ℎ(𝛽) (1) 

 

where, 𝛽 𝜖 (0,1), 𝛼, 𝛾 > 0 and  

 

ℎ(𝑥) = {
𝑟(𝑐),      𝑥 ≥ 𝑐

𝑟(𝑥),         𝑥𝜖[0, 𝑐)
0,            𝑥 < 0

 

 

with 𝑟(𝑥) = 𝑥3(𝑥5-2𝑥4 + 2) and 1 ≤ 𝑐 < ∞ 

 

Feature Pyramid Network (FPN): By using the FPN 

network, FCOS network ensures multi-level prediction [28]. 

Five feature layers are used to generate FPN prediction. The 

FPN network can identify things at various scales. Shallow 

layers show greater resolutions with few semantic elements, 

while deep layers often encode lesser resolutions and are rich 

in semantic information. Deep layers and shallow layers are 

joined together by lateral connections. This procedure 

improves small, medium, and large object detection and 

localization accuracy. FPN detects objects at five different 

levels, P3, P4, P5, P6, and P7, with corresponding strides of 8, 

16, 32, 64, and 128. The outputs of FPN network are fed 

through a detection subnetwork which consists of 3 main 

branches: classification head, center-ness, and regression head 

[29]. 

Detection head:  

Classification head: This head predicts a per-pixel 

probability of the class weighted by the center-ness score with 

the class probability.  

Center-ness head: Its intended purpose is to characterize 

the dispersion of the object's center with respect to the given 

spot. To improve the predicted bounding boxes' poor quality 

without adding new hyperparameters, FCOS implements 

center-ness. Running parallel to the classification branch is the 

center-ness mind, which is an additional layer branch. The 

normalized distance from the object's center of gravity is 

displayed by this attribute. Eq. (2) can be used to calculate the 

center-ness. 

 

centerness = √
min(𝑙∗, 𝑟∗)

max(𝑙∗, 𝑟∗)
∗  

min(𝑡∗, 𝑏∗)

max(𝑡∗, 𝑏∗)
 (2) 

 

 
 

Figure 2. Center-ness calculation technique [29] 
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L*, r*, t*, b* present the regression targets for the location 

as mentioned in Figure 2. 

Regression head: Predicts the (l, t, r, b) from the center of 

the location. The regression head has been trained to predict 

scale-normalized distances. As a result, when making an 

inference, a denormalization of the image size should be 

performed [29]. 

The loss function used during the training process is 

presented in Eq. (3):  

 

𝐿({𝑃𝑥, 𝑦], {𝑡𝑥, 𝑦}) = 1/𝑁𝑝𝑜𝑠 ∑ 𝑙𝑐𝑙𝑠(𝑃𝑥,𝑦,𝐶𝑥,𝑦
∗

𝑥,𝑦

) (3) 

+ 𝜆
𝑁𝑝𝑜𝑠

⁄ ǁ(𝐶𝑥,𝑦
∗ > 0)(𝑙𝑟𝑒𝑔(𝑡𝑥,𝑦, 𝑡𝑥,𝑦

∗ ) 

 

lcls present the focal loss. 

lreg present the IOU loss. 

Npos present the number of positive samples. 

λ = 1 , balance weight.  

ǁ(𝐶𝑥,𝑦
∗ > 0) : indicator function =1 if 𝐶𝑖

∗ > 0  and 0 

otherwise.  

Figure 3 provides a detailed architecture of the Fully 

convolutional one-stage object detector used in this work to 

build an incident detection system. 

 

 
 

Figure 3. Proposed architecture for incident detection based on Rep-VGG and FCOS networks [29] 

 

 

4. EXPERIMENTS AND RESULTS 

 

For efficient traffic management and control in 

metropolitan networks, the incident detection function is 

critical for restoring normal traffic flow quickly. Reducing 

congestion quickly through precise and dependable event 

detection can have numerous positive effects on the 

environment and the economy. In an effort to improve traffic 

safety, we suggest the following, which will detail all the tests 

done to help develop a new sort of incident detection system. 

Its ability is not limited to detect only traffic accidents but also 

different other incidents that can be caused by natural disasters 

that negatively affect the traffic conditions and safety of 

highway and urban network users.  

 

4.1 Data acquisition and pre-processing  

 

The suggested incident detection method was trained and 

tested using photos from the HWID12 [30]. HWID12 presents 

a large-scale dataset, which consists of 2782 videos from 12 

incident classes which are the following: collision with a 

motorcycle, collision with a stationary object, drifting or 

skidding, fire or explosion, head-on collision, objects falling, 

other crashes, pedestrian hit, rear collision, rollover, and side 

collision. Figure 4 provides an image subset from the obtained 

dataset. The HWID12 dataset was first and mainly proposed 

for video motion tracking. In the proposed work, we will be 

interested in creating a traffic incidents dataset used for 

detection issues. To fill this end, the videos present in the 

HWID12 dataset have been framed into 30 FPS. The dataset 

consists of 2782 videos and all the videos present an average 

duration of 4s. So, we created a new traffic incidents dataset 

consisting of more than 333000 images divided into 11 

classes. The images provided in the dataset were manually 

labeled. 

 

 
 

Figure 4. Image subset from the HWID12 dataset 

 

The HWID12 dataset presents a very interesting dataset that 

can be applied to solve traffic incidents and accidents to 

improve traffic flow and security. This dataset will be very 
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useful to ensure better traffic conditions as it was taken under 

challenging and real-world conditions such as night, day, fog, 

snow, artificial luminosity, and rain. 

 

4.2 Results and discussions 

 

In this work, the experiment settings that were chosen are 

presented in Table 2. Improving traffic management and 

conditions is the major goal of the proposed experiments, 

which aim to create a reliable system for detecting traffic 

incidents. 

 

Table 2. Proposed settings 

 

Loss Function Focal Loss 

Learning rate 0.01 

Number of epochs 120 

Network optimizer SGD/ ADAM 

Train batch size 16 

Training iterations 10000 

Weight decay 0.0001 

Activation function SPOCU 

Training set 65% 

Testing set 35% 

 

Due to the fact that it was trained and tested under extremely 

difficult conditions, the suggested system for detecting traffic 

events is sufficiently effective. HWID12 dataset was taken and 

collected from real scenes that did not undergo any 

modifications or image quality improvements. 

For the purpose of conducting an in-depth investigation of 

the capabilities of the proposed incident detection system, a 

variety of evaluation metrics have been utilized. The 

evaluation metrics adopted in the conducted experiments are 

presented in the following equations.  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

 

True positive (TP), false negative (FP), and true negative 

(FN) are the abbreviations for the three possible outcomes. 

The mean average precision (mAP) of all the class categories 

that were considered in the proposed work is displayed. It is 

the mean of the per-class precisions. 

 

Table 3. Average precision per class while optimizing 

networks with SGD 

 

Class Name Average Precision AP (%) 

Collision with motorcycle 93.4 

Collision with a stationary object 92.1 

Drifting or skidding 91.7 

Fire or explosion 93.9 

Head on collision 92.5 

Objects falling 93.6 

Other crash 91.3 

Pedestrian hit 94.2 

Rear collision 92.9 

Rollover 93.1 

Side collision 92.8 

SGD and Adam are two different optimizers that have been 

used in training experiments. These investigations are 

conducted with the aim of improving detection outcomes and 

to study more about the effectiveness and the resilience of the 

work that has been proposed. The per-class precision for the 

33 class categories that were kept from the incidents1M 

dataset is presented in Table 3. This precision is extremely 

dependable for the purpose of constructing an incident 

detection system that will contribute to the improvement of 

traffic security conditions. Table 3 shows the per-class 

precision, which is a measure of how well the proposed system 

performed when trained with an SGD optimizer network. In 

order to ensure that the proposed detection method is reliable, 

it was trained with a collection of negative data that does not 

include any class objects and only includes background 

information. 

In accordance with the information presented in Table 3, the 

proposed method for detecting traffic events achieved highly 

interesting results. It was determined that the detection 

precision of each of the class categories was equal. The 

robustness of the proposed experiments that were carried out 

in this work was improved as a result of the absence of any 

imbalance between the per-class precision between the 

classes. Table 3 displays the results for the per-class precision, 

and the proposed system for detecting traffic events had an 

average mean precision of 92.86% using mAP. The average 

precision for each object class was calculated to get this. The 

achieved accuracy is a fascinating finding since it is a mean 

for eleven distinct class categories—a huge amount when 

compared to other state-of-the-art works—which makes it 

stand out. Adam has been the network optimizer in previous 

experiments that aimed to improve detection outcomes and 

increase the number of safe scenarios. In Table 4, the per-class 

precision that was attained is presented. 

 

Table 4. Average accuracy per class while optimizing 

networks with Adam 

 
Class Name Average Precision AP (%) 

Collision with motorcycle 96.4 

Collision with a stationary object 94.6 

Drifting or skidding 93.9 

Fire or explosion 96.7 

Head on collision 94.8 

Objects falling 95.9 

Other crash 94.3 

Pedestrian hit 96.9 

Rear collision 95.8 

Rollover 95.7 

Side collision 94.9 

 

As can be seen in Table 4, the suggested approach for 

detecting traffic events achieved extremely positive results in 

terms of the precision of its detection. It has been determined 

that the detection results for practically all of the categories are 

significantly competitive. According to the obtained results, 

all the categories demonstrated high detection rates that are 

higher than 94%. We also note that the obtained per-class 

precision is balanced. A mean average precision for all the 

class categories of 95.44% has been obtained. 

By modifying the network optimizer from SGD to Adam, 

the detection performances have been improved for the 

different evaluation metrics adopted in the proposed 

experiments. Table 5 provides a comparison between the 

evaluation metrics when using SGD and Adam optimizers. 
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To investigate how the system can mitigate issues arising 

from noisy or incomplete data streams, we highlight the use of 

temporal redundancy and frame interpolation techniques, 

where the system leverages data from adjacent frames to infer 

missing or corrupted information. These techniques are 

especially valuable in scenarios with intermittent data loss or 

low frame rates. 

Additional experiments were conducted to evaluate the 

model’s robustness against low-resolution, noisy, and low-

light video feeds. Results indicate that while detection 

accuracy decreases slightly in such conditions, the system 

maintains acceptable performance due to the robustness of 

multi-scale pyramid feature maps and advanced data 

augmentation during training. 

 

Table 5. Optimizer’s impact on detection performance 

 

Optimizer mAP (%) Recall F1-Score 

SGD 92.86 90.25 91.53 

Adam 95.44 93.72 94.57 

 

4.3 Comparison study 

 

We conducted additional experiments to compare our 

method against prominent baseline models, including YOLO 

v4, SSD, and Faster R-CNN, on the HWID12 dataset.  

These models were selected based on their widespread use 

and strong performance in traffic-related object detection 

tasks. 

Table 6 compares our method with these baseline models in 

terms of detection precision and inference time. For instance, 

our method achieved a detection accuracy of 96.91%, 

outperforming YOLO v4 (94.75%) and SSD (92.63%) while 

maintaining superior computational efficiency. 

Results show that our optimized FCOS with the Rep-VGG 

backbone achieves a 20% reduction in computational 

overhead compared to YOLO v4, reinforcing its suitability for 

real-time applications in ITS. All the presented models were 

evaluated on the Nvidia GTX 960 GPU. The reported results 

proved the superiority of the proposed model in terms of 

processing speed and accuracy.  

Our approach outperforms these methods due to key factors 

include the structural re-parameterization benefits of Rep-

VGG, the adaptability of FCOS to multi-scale objects, and the 

use of Soft Non-Maximum Suppression to reduce false 

positives. 

 

Table 6. Evaluation of the proposed model against current 

state-of-the-art techniques 

 
Model mAP (%) Speed (FPS) 

Faster RCNN 93.22 12 

YOLOv4 94.75 37 

SSD 92.63 28 

FCOS (ours) 96.91 46 

 

Furthermore, we have measured the model’s inference 

speed in frames per second (FPS) on both GPU and CPU 

hardware configurations commonly used for ITS applications. 

Specifically, on an NVIDIA GTX 960 GPU, our system 

achieved an average inference speed of 46 FPS, comfortably 

exceeding the 30 FPS threshold for real-time performance. On 

an Intel i7 CPU, the model achieved 15 FPS, making it feasible 

for deployment in less computationally intensive scenarios 

with modest hardware.  

4.4 Ablation study 

 

This study's FCOS backbone, Rep-VGG, was trained using 

two distinct activation functions, Relu and SPOCU [26]. 

Better traffic conditions and better detection results were the 

intended outcomes of this training. In Table 7, you will find 

the detection results that were acquired following the 

modification of the network activation function and the 

utilization of Adam as a network optimizer. 

 

Table 7. Effects of the activation function on the efficiency 

of detection 

 
Activation Function mAP (%) 

SPOCU 95.44 

RELU 93.57 

 

Changing the network activation function from RELU to 

SPOCU improved network identification performance by 2%. 

You can enhance the detection results using SPOCU by 

utilizing neural network designs. Two distinct backbones, 

resent 101 [31] and Rep-VGG, were used to train and evaluate 

the FCOS network in an effort to achieve higher results with 

less compute complexity. Table 8 displays the results of using 

different backbones for the proposed model. 

 

Table 8. Effects of modifying the backbone on the 

computational complexity and detection capabilities of neural 

networks 

 

Backbone FLOPS (B) Parameters (M) mAP (%) 

ResNet 101 [31] 8.9 34.93 90.23 

Rep-VGG 4.9 20.33 95.44 

 

The proposed work's performance has been substantially 

enhanced with the utilization of Rep-VGG as a network 

optimizer. As presented in Table 7, the Rep-VGG backbone 

achieved better contribution between detection precision and 

computation complexity. As a result, the FCOS architecture 

made far less use of parameters and FLOPs. 

 

 

5. CONCLUSION 

 

One of the main causes of congestion and one of the primary 

causes of death worldwide is traffic accidents. They also 

negatively affect traffic flow and have detrimental effects on 

the economy. Therefore, an AID system is essential to any 

transportation system in order to save lives, improve road 

safety, and lessen other unfavorable effects. This study 

proposes a technique for detecting traffic incidents. To achieve 

this goal, the traffic incidents detection system was 

constructed using Rep-VGG as its backbone network and a 

modified version of the fully convolutional one-stage neural 

network FCOS. To perform training and testing experiments, 

the videos provided in the HWID12 dataset have been framed. 

As a result, more than 333000 images have been obtained that 

consist of 11 traffic incidents classes. The goal of conducting 

an abundance of tests is to improve detection accuracy and, by 

extension, traffic conditions. In terms of detection accuracy, 

the proposed method for detecting traffic events performed 

exceptionally well, according to the results. As a detection 

mean average precision (mAP), it reached 95.44% when 

SPOCU was used. We have analyzed the model’s performance 

across different traffic incident types in the HWID12 dataset. 
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Results indicate that the model performs slightly worse on 

incidents involving small or partially occluded objects, such as 

debris on the road or distant vehicles. This is primarily due to 

the inherent challenges of low-resolution object representation 

at a distance. To address these limitations, we propose the 

following future research directions; incorporating advanced 

data augmentation techniques to simulate more challenging 

scenarios in training. Exploring hybrid approaches that 

integrate transformer-based architectures to improve the 

model’s ability to detect small and occluded objects. 

Expanding the dataset to include more diverse traffic incident 

types and edge cases for better generalization. 
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