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The prediction of solar power generation is essential for effective integration of renewable 

energy into power grids, aiding in grid stability, energy planning, and efficient resource 

allocation. Due to the inherent variability of solar energy caused by factors like weather 

patterns, time of day, and seasonal changes, machine learning (ML) has appeared as a 

powerful tool to improve forecasting accuracy. Solar panels with various tilt angle 

combinations are set up to collect experimental data. This paper uses regression learner 

technique in machine learning for solar power prediction. In this paper, linear regression 

and step wise linear regression algorithms are giving fruitful results compared to other 

algorithms. A detailed study of model selection is provided, alongside an examination of 

evaluation metrics such as Mean Absolute Percentage Error (MAPE), Mean Absolute 

Error (MAE), Mean Squared Error (MSE), Root Means Square Error (RMSE), and R² 

scores. This study shows the effectiveness of ML in enhancing short, and medium-term 

solar power forecasting, supporting more efficient energy management and promoting the 

scalability of renewable energy systems. We obtained a regression coefficient (R2) of 1 

and a MAPE of 0.7% and 0.45% for linear regression algorithm and stepwise linear 

regression algorithm respectively. 
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1. INTRODUCTION

1.1 Solar PV power in Oman 

As a part of Oman’s vision 2040, it develops renewable 

energy resources to establish sustainable energy in future. This 

diversifies Sultanate of Oman’s Energy mix and reduces the 

use of fossil fuels. The vast desert landscape of Oman has 

significant potential solar energy due to high solar irradiance 

levels [1]. There is more scope to generate solar power in 

Oman [2]. Solar power plays a vital role due to its geographical 

and climatic advantages. Solar energy is Clean and obtained 

from sun. Solar energy is abundantly available renewable 

energy and alternate to the fossil fuels [3]. The solar panels 

that have array of solar cells made up of silicon, phosphorous 

(source of negative charge), and Boron layers (source of 

positive charge) [4]. By using PV panels, sun’s light energy 

particles known as “Photons” are transformed into electricity 

to run the electrical equipment [5]. The atomic orbits liberate 

the electrons, and these free electrons are pulled by the electric 

field produced by the solar cells constitutes flow of direct 

current [6]. This solar energy can be obtained from solar PV 

cells by converting solar irradiance into electrical energy [7]. 

The solar panel efficiency is low and less than 20 percent 

according to IGS Energy (IGS Energy, 2000-2021). The cost 

of the panel increases with an increase in high solar panel 

efficiency [8]. The efficiency of the PV panel depends on 

temperature, solar irradiance, tilt angle, panel orientation, 

shading, several types of solar cells, age of panels, deuteriation 

of panels, dirt and dust deposit and configuration of series and 

parallel cells [9]. The increase in temperature of the panel 

increases the resistance of the semiconductor material leads to 

power loss and reduction in efficiency. The dust deposited 

over the surface of the panels block the sunlight and decreases 

the output power of the solar panel. A potential long-term 

degradation of panel components will be caused due to high 

humidity that can cause condensation. The performance of the 

solar panel is collectively influenced by all these factors and 

makes periodical maintenance to attain optimal efficiency. 

The key factor to improve solar efficiency is to capture 

maximum solar energy by changing the inclination of the 

panels. This maximizes the electrical power generation output 

of the solar PV panel [10].  

1.2 Artificial technique to predict solar PV power 

Machine learning (ML) approaches are also used in finding 

out the optimum tilt angle to get high performance of solar 

panel [5] the art of making the computers learn and act by 

giving data to it. The data that is familiar to the machine by its 

name is called labeled data. Labeled data is used to train the 

machine and to predict the results in the supervised learning 

algorithms [11]. By learning a mapping from inputs to outputs, 

these algorithms seek to make it feasible to forecast the results 
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[12]. The work is done with a Common supervised learning 

algorithms like Linear Regression and Stepwise Linear 

Regression. It is used for predicting the continuous outcomes 

[13]. The study validates its model against existing regression 

models. Previous research on optimal tilt angles is referenced. 

Comparison with studies from various global locations is 

included. ML methods for optimization challenges are 

discussed. 

 

 

2. LITERATURE REVIEW 
 

The importance of tilt angle in solar energy systems is 

emphasized [14]. The paper reviews tilt angle adjustments for 

solar panel performance. Previous studies suggested 4-12 

adjustments annually for optimization. Optimal intervals for 

tilt angle adjustments were not previously studied [15]. The 

paper reviews methods for computing tilt angles (TA). It 

discusses the importance of TA for photovoltaic (PV) 

efficiency. Various studies on optimal tilt angles in different 

regions are mentioned. The relationship between TA and 

latitude angle is highlighted. Previous methods show the 

significance of solar energy utilization [16]. The paper 

compares empirical models for estimating solar radiation. Two 

models overestimated tilt angles for high latitude locations. 

Previous models were developed using high latitude datasets. 

Theoretical models for low latitude tilt angles were established. 

Clean PV systems outperform soiled systems in energy 

production. Orientation and tilt angle significantly affect PV 

performance and energy output [17]. The paper references 

numerous studies on solar panel efficiency. Environmental 

factors significantly affect solar panel performance. Solar 

trackers improve solar panel efficiency by adjusting 

orientations. Previous research includes artificial intelligence 

in solar tracking [18]. Significant work on solar energy 

performance enhancement exists. Solar monitoring devices 

improve solar panel output. Sun ray monitoring device updates 

local parameters for efficiency. Manual adjustments are still 

required for some devices. Solar sensors enhance room light 

source output [19]. The study focuses on grid-tied photovoltaic 

systems. It evaluates monocrystalline and polycrystalline PV 

systems. Performance parameters include final yield, 

performance ratio, and capacity factor. Previous studies 

assessed PV performance in various global locations. Factors 

affecting performance include module quality and 

environmental conditions. Dust significantly reduces PV 

module efficiency. The research highlights the need for AI-

based performance analysis [20]. Discusses solar photovoltaic 

panels and their applications. Reviews current studies and 

models on horizontal solar panels. Highlights the need for 

efficient land use in solar energy. Examines Air Force energy 

objectives and solar energy initiatives. Covers factors 

affecting solar panel performance, including temperature and 

humidity. Analyzes statistical modeling techniques for 

photovoltaic power output [21]. Solar photovoltaic production 

can be tested or predicted. Dust, humidity, and air velocity 

affect solar panel efficiency. Fine particles significantly 

reduce solar panel output. Higher tilt angles reduce dust 

accumulation. Self-cleaning coatings show similar 

performance to non-coated panels. Dust concentrations vary 

across different solar panel models. Dust mass correlates with 

decreased solar output power. Rainfall impacts solar panel 

cleaning efficiency. Dust accumulation reduces efficiency by 

10% in dry conditions. Environmental conditions influence 

solar panel output power [22]. The paper reviews solar 

radiation prediction techniques from recent studies. It focuses 

on SVM models and hybrid SVM optimized models. Search 

optimization algorithms like GA and PSO are discussed. The 

review includes articles from the last five years. SVM with GA 

shows better performance than classical SVM models [23]. 

The paper reviews solar photovoltaic panel cleaning systems. 

It discusses factors affecting PV module performance. Various 

cleaning mechanisms and their evaluations are reviewed. ML 

implementation for cleaning systems is suggested. A decision-

making framework for automated cleaning is proposed [24]. 

Global energy consumption is increasing, causing resource 

shortages. South Africa faces electricity load shedding since 

2007 [25]. Rising fossil fuel prices drive renewable energy 

development. Solar energy installations grew from 67.4 to 627 

gigawatts (2011-2019). Solar energy's global contribution 

increased from under 1% to 27%. Solar panel efficiency 

ranges from 15% to 40% [26]. Linear regression and Step wise 

linear regression methods assumes linear relations only 

whereas complex nonlinear [27] need to be analysis. The step-

wise linear regression approach exhibits significant 

collectiveness despite its limited features [28]. Most studies 

use sophisticated deep learning techniques have not compared 

linear regression versus step-wise linear regression [29]. 

Absence of operational performance and real-world case 

studies for linear regression and step-wise linear regression-

based calculations in solar energy output [30]. 

 

 

3. METHOD 
 

In this study, solar irradiance, open circuit voltage, short 

circuit current, humidity, temperature, current and voltage, for 

a particular load at different tilt angles (0°, 10°, 20°, 30°, to 

90°) are measured on hourly basis on a day at university of 

Technology and Applied Sciences-Shinas campus by using an 

experimental setup as shown in Figure 1. Each hour, ten values 

of above-mentioned data are recorded for a period of one year. 

ML techniques have been implemented on the collected data, 

and the maximum power of the solar panel was predicted. 

 

 
 

Figure 1. Experimental setup for data collection 

 

The Experiment data is collected and then processed. The 

Input (X1, X2 .... Xn) and output variable (Y1) are identified. 

This paper uses ML and deep learning algorithms with 

regression learner model to train the data. For training, testing, 

validation, and prediction 70 % ,15%, 15%, and 20 % data is 

used respectively. During the training process nine models and 
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twenty-seven algorithms were used. The validation of training 

models is done by analyzing RMSE, R2, MSE, MAE, MASE, 

prediction speed and training time. The best test models are 

selected by analyzing RMSE, R2, MSE, MAE, MASE values 

during testing. Prediction has been done by inputting the 

prediction data set and by y(Fit) = model. Prediction(T). 

Finally predicted values for different algorithms are compared 

with the true values being measured during the 

experimentation process. 

 

 

4. RESULTS AND DISCUSSION  

 

The authors have used solar irradiance, open circuit voltage, 

short circuit current, humidity, temperature, voltage, and 

current at a load are measured from the experimental setup 

with different tilt angles (0°, 10°, 20°, 30°, to 90°) to train the 

model. The technique used to train, test, and predict the data 

was regression learner from ML. The Liner Regression and 

Stepwise Linear Regression algorithms are the most 

appropriate based on the low error values and high regression 

coefficient. 

 

4.1 Liner regression algorithm 

 

The linear regression algorithm accuracy was found by the 

RMSE, MAE, MSE, prediction speed, training time, and R 

coefficient values as shown in Table 1. after the training. 

Similarly, the linear regression model’s test accuracy is found 

by RMSE, MAE, MSE, and R2 values as shown in Table 2. 

 

Table 1. Accuracy of training models  

 
S.No.  Training Models  Results  

1 RMSE 2.0225e-8 

2 R2 1.00 

3 MSE 4.0904e-16 

4 MAE 1.3559e-9 

4 Prediction speed 1000 obs/sec 

5 Training time  10.105 sec 

 

Table 2. Accuracy of test models 

 
S.No. Test Models Results 

1 RMSE 5.5607e-12 

2 R2 1.00 

3 MSE 3.0922e-23 

4 MAE 8.2597e-13 

 

Figure 2 shows the predicted data and actual data responses 

for linear regression algorithm. It clearly indicates that the 

predicted data response is linear and fits with the actual data 

responses. The prediction response of linear regression 

algorithm is also linear for the output variables data samples 

and solar panel power 

Figure 3 illustrates the data samples and solar panel power 

prediction responses for linear regression algorithm. It clearly 

shows that the prediction response is linear and fits with the 

actual solar panel power. 

Figure 4 illustrates the ability to produce solar power of the 

solar farm that can be estimated using the residual plot 

diagram. Because of the great training and testing accuracy, 

the training and test data in this diagram have a normal 

distribution. Regression problems are evaluated using the R2 

criteria as classification problems and was obtained as one for 

both training and test data. 

Figure 5 shows that it is possible to estimate the solar panel's 

production power. We can see that the distribution of the real 

and projected data in this plot is similar because of the high 

training and testing accuracy. This graph makes it clear that 

the linear regression approach will produce precise forecasts 

with 0.7% of error. 

 

 
 

Figure 2. Predicted response vs true response 

 

 
 

Figure 3. Power output response predicted vs true 

 

 
 

Figure 4. Residual plot diagram 
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Figure 5. Actual power vs predicted power 1 

 

4.2 Step wise liner regression algorithm 

 

At the end of training, the stepwise liner regression 

algorithm accuracy was found from the values of Root Means 

Square Error (RMSE), Mean Absolute Error (MAE), Mean 

Squared Error (MSE), prediction speed, training time, and 

regression coefficient R2 as shown in Table 3. Similarly, the 

stepwise liner regression algorithm test accuracy is found from 

the values of RMSE, MAE, MSE, and regression coefficient 

(R2) as shown in Table 4. 

 

Table 3. Accuracy of training models 
 

S.No. Training Models Results 

1 RMSE 1.1345e-8 

2 R2 1.00 

3 MSE 1.2871e-16 

4 MAE 7.5976e-10 

5 Prediction speed 1700obs/sec 

6 Training time 91.449 sec 

 

Table 4. Accuracy of test models 

 
S.no Test Model  Results  

1 RMSE 2.6623e-10 

2 R2 1.00 

3 MSE 7.0877e-20 

4 MAE 3.847e-11 

 

Figure 6 shows the predicted data and actual data responses 

for stepwise linear regression algorithm. It clearly shows that 

the predicted data response is linear and fits with the actual 

data responses. 

Figure 7 illustrates the data samples and solar panel power 

prediction responses for stepwise linear regression algorithm. 

It clearly shows that the prediction response is linear and fits 

with the actual solar panel power. 

Figure 8 illustrates the production capacity of the solar farm 

can be estimated using the residual plot diagram. Because of 

the great training and testing accuracy, we can see that the 

training and test data in this diagram have a normal 

distribution. Regression problems are evaluated using the 

same R2 criteria as classification problems and was obtained 

as one for both training and test data. 

Figure 9 indicates that, it is possible to expect solar panel's 

production power. We can see the distribution of the real and 

projected data in this plot is similar due to high training and 

testing accuracy. This graph makes it clear that, the step wise 

linear regression approach will produce precise forecasts with 

0.45% MAP error. 

 
 

Figure 6. Predicted response vs true response 

 

 
 

Figure 7. Power output response predicted vs true 

 

 
 

Figure 8. Residual plot diagram 
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Figure 9. Actual power vs predicted power 2 

 

4.3 Comparison between actual and predicted powers 

 

Figure 10 shows that it is possible to estimate the solar 

panel's production power with the help of ML tools. We can 

see that the distribution of the real and projected data in this 

plot is similar because of the high training and testing accuracy 

with the help of linear and stepwise linear regression. 

 

 
 

Figure 10. Linear regression prediction response 

 

 

5. CONCLUSIONS 

 

The main source of electricity for photovoltaic panels is 

sunshine. Weather, sun radiance, and season are some of the 

variables that impact solar panel production. To implement 

solar applications as per new era it is needed prediction of solar 

power for future is also important. By using ML techniques 

solar power predicting energy output and efficiency under 

varying environmental conditions. In this study linear 

regression and stepwise linear regression models are used to 

predict the solar power. Nevertheless, there are certain 

drawbacks to using a linear regression model, such as the 

incapacity to capture intricate nonlinear connections. As a 

result, forecast accuracy is dynamic. We can get around this 

issue by employing stepwise linear regression model.  

A regression coefficient value of R² ≈ 1 as obtained after 

training the model indicates that there is a high correlation 

between expected and actual values. It is concluded that both 

Liner regression Stepwise linear regression algorithms are 

highly effective in fitting the data and predicting the sample 

data and Solar panel output power. The RMSE, MAE, and 

MSE values are exceptionally low indicate that the reliability 

and precision of both Liner regression Stepwise linear 

regression algorithms while predicting the solar panel output 

power. The Mean Absolute Percentage Error (MAPE) is 0.7% 

and 0.45% for linear regression algorithm and stepwise linear 

regression algorithm respectively. The response graphs of 

training and testing models indicate a linear relationship 

between the predicted and actual values for both Liner 

regression Stepwise linear regression algorithms. This 

confirms the consistency of both algorithms in the 

experimental data. After analyzing the results, both the linear 

regression and stepwise linear regression algorithms are 

effective to predict the solar panel output power by ML 

techniques. Since both algorithms are effective it is possible to 

get accurate and real time forecasting.  

Prediction of the solar panel power output have the 

following practical implications in the real-world applications. 

Optimizing the energy production based on expected 

availability of sunlight. It helps the grid to minimize the 

dependency on non-renewable energy sources. It aids in 

enhancing the solar panel efficiency, by accurate prediction on 

the effective tilt angle and orientation of the solar panels. It is 

possible from the prediction to determine, when to perform the 

maintenance, reduce the maintenance cost and down time. By 

proper forecasting, the excess energy can be stored in batteries 

that can be used during low production period. The accurate 

predictions allow the solar energy be efficiently integrated 

with other energy systems results in improving the reliability 

of the power system. It assists in generating electrical power 

with cleaner sustainable environment that reduces the 

environmental impact on Fossil fuels. It supports the decision-

making process of a consumer by providing expected energy 

production, cost savings, and energy independence. This study 

can facilitate integration of Advanced Machine Learning 

Models, Hybrid Modeling Approaches, Feature Engineering 

and Optimization, Scalability to Large-Scale Solar Farms, 

Integration with Renewable Energy Grids and Development of 

Open-Source Tools. 
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