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Cloud storage has transformed data management by offering improved scalability, 

flexibility, and efficiency. However, as more sensitive information is stored in the cloud, 

security concerns have grown significantly. Traditional cloud storage systems, which rely 

on centralized access control policies, are vulnerable to risks, such as unauthorized access 

and data breaches. This study introduces a blockchain-based approach that enhances 

access control in multi-cloud storage environments. The proposed model uses a 

decentralized access control paradigm to improve security, while also creating an 

immutable record of all data activities. Access permissions are managed dynamically to 

prevent unauthorized parties from accessing the data and encryption keys. Every access 

attempt is logged securely, providing a transparent and verifiable history for all user 

interactions. The layered design of the framework combines strong security, transparency, 

and scalability, making it well suited for handling sensitive data. The experimental results 

highlight the efficiency of the system in key areas such as encryption speed, upload 

latency, and scalability. These findings demonstrate the ability of the framework to 

address the constraints of conventional centralized access control paradigms, particularly 

in terms of auditing and logging. 
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1. INTRODUCTION

The rapid growth in cloud storage adoption has changed the 

landscape of data handling in many sectors [1]. This has 

simplified data storage and sharing and improved operational 

efficiency [2]. However, as sensitive data increasingly reside 

in the cloud, concerns about its security have grown [3]. 

Centralized data access control models present various risks, 

including unauthorized access and breaches, which can have 

significant financial and reputational effects [4]. 

Blockchain has emerged as a valuable technology for 

addressing these concerns by providing a decentralized and 

secure platform characterized by transparency, immutability, 

and robust cryptographic mechanisms [5]. Its distributed 

design eliminates the need for a central authority, minimizes 

risks, and ensures secure authorized access to data [6]. Smart 

contracts further improve this framework by allowing 

automated access control, dynamic authorization management, 

and the keeping of a transparent and auditable log of data 

access activities [7, 8]. This process of automation reduces 

reliance on third-party, optimizes access management, and 

creates a reliable audit trail for compliance and audit purposes 

[9]. 

Despite these benefits, the integration of blockchain 

technology into cloud data access poses considerable 

challenges. Scalability and latency are major concerns, as well 

as compatibility with traditional cloud architectures [10]. In 

addition, consensus mechanisms critical to blockchain 

integrity can introduce delays that conflict with the time 

complexity required by cloud services [11]. 

1.1 Our contribution 

This paper presents a model developed to improve the 

security of multi-cloud data storage access by combining 

decentralized access control with an immutable audit trail. 

This model relies on a private blockchain for transparency and 

integrates role-based access control (RBAC) for fine-grained 

access policies. Smart contracts automate access validation, 

ensure efficiency, and reduce the processing time. Through 

implementation and evaluation, this model addresses the main 

limitations of the existing solutions, providing a good balance 

between security, scalability, and performance. 

1.2 Organization of the paper 

The structure of this research is as follows. The next section 

examines the background to this research. The third section 

presents current research on security in cloud storage, 

particularly in relation to blockchain-based access control 

models. Section 4 presents the proposed model and explains 

its architecture and main components. Section 5 details the 

experimental results and analysis. Finally, Section 6 concludes 

the study and suggests future research directions. 

2. CONTEXT OF THE STUDY

It is important to understand a set of concepts related to the 

proposed system before exploring the other aspects. 
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2.1 Cloud computing 

 

Cloud computing is a paradigm that allows individuals and 

companies to obtain a wide range of computing resources, 

such as storage, processing, and software, via the Internet 

without depending on the local infrastructure. This approach 

provides substantial advantages, including flexibility, 

scalability, and cost efficiency, because users can utilize 

resources on demand without the burden of maintaining 

physical hardware or servers [12, 13]. 

Cloud computing covers three main deployment scenarios: 

the public cloud offers services provided by third-party 

vendors and is accessible to anyone on the internet. A private 

cloud is intended for a single organization, ensuring greater 

control and enhanced security. Finally, the hybrid cloud 

combines public and private clouds, enabling organizations to 

achieve better flexibility and cost optimization [14]. 

 

 
 

Figure 1. Cloud computing 

 
As illustrated in Figure 1, cloud services are grouped into 

three major paradigms: Infrastructure as a Service (IaaS), 

which provides shared virtualized computing resources such 

as storage; Platform as a Service (PaaS), which is designed to 

offer a framework for developing and deploying applications 

without the need to maintain the associated infrastructure; and 

Software as a Service (SaaS), which provides ready-to-use 

applications that can be accessed via the Internet [15]. 

 

2.1.1 Cloud storage 

 

Cloud data storage enables users to save and access their 

data over the Internet, removing their reliance on the local 

physical infrastructure. This approach provides significant 

advantages such as the ability to scale storage capacity as 

required and the convenience of accessing data from anywhere. 

It also helps reduce costs by eliminating the need for users to 

manage and upgrade their hardware systems [16, 17]. 

 
Table 1. Cloud data storage categories 

 
Type Principle Advantages 

Object 
Stores data as objects, suitable 

for large and unstructured data. 

Highly scalable 

and cost-

effective. 

File 

Organizes data in files and 

directories, commonly used for 

file sharing and collaboration. 

Easy to use, 

supports 

hierarchical 

organization. 

Block 

Divides data into blocks, ideal for 

applications needing high 

performance and low latency. 

Provides high 

performance and 

low latency. 

Cloud storage has become an essential part of the modern 

corporate infrastructure and is widely used, as mentioned in 

Table 1. By leveraging cloud storage, we can ensure that their 

data are securely stored and readily accessible [18, 19]. In 

cloud storage, maintaining multiple copies of data across 

multiple regions and availability zones is a crucial security 

strategy known as data redundancy. 

As illustrated in Figure 1, cloud services are grouped into 

three major paradigms: Infrastructure as a Service (IaaS), 

which provides shared virtualized computing resources such 

as storage; Platform as a Service (PaaS), which is designed to 

offer a framework for developing and deploying applications 

without the need to maintain the associated infrastructure; and 

Software as a Service (SaaS), which provides ready-to-use 

applications that can be accessed via the Internet. 

 

 
 

Figure 2. Concept of cloud region 

 

As shown in Figure 2, a region in the cloud architecture 

refers to a specific geographic area with multiple datacenters. 

Within each region, the availability zones are separate and 

isolated locations designed to reduce the effects of failures in 

other zones. 

Let 𝑅(𝐶) be the set of regions for a CSP 𝐶: 

 

𝑅(𝐶) = {𝑅𝑖, 𝑅2, 𝑅3, … , 𝑅𝑛}   𝑤𝑖𝑡ℎ   𝑖 ∈ 𝑁,   𝑖 ≥ 1 (1) 

 

Each region 𝑅𝑖 contains a set of availability zones, denoted 

as 𝐴𝑍(𝑅𝑖), where each AZ has a minimum of 2 data centers. 

 

𝐴𝑍(𝑅𝑖 )  = {𝐴𝑍𝑖𝑗| 𝑗 = 1, … , 𝑚𝑖}   ,   𝑚𝑖 ∈ 𝑁,  𝑚𝑖  ≥ 2 (2) 

 

Each availability zone 𝐴𝑍𝑖𝑗  contains a set of datacenters, 

𝐷𝐶(𝐴𝑍𝑖𝑗) with at least one datacenter per AZ. 

 

𝐷𝐶(𝐴𝑍𝑖𝑗 )  = {𝐷𝐶𝑖𝑗𝑘| 𝑘 = 1,2, … , 𝑘𝑖𝑗} 𝑤𝑖𝑡ℎ   𝑘𝑖𝑗

∈ 𝑁 
(3) 

 

For a given region 𝑅𝑖, the set of services 𝑆(𝑅𝑖) available is 

a subset of all services offered by the CSP. Thus, if a CSP 𝐶 

offers a variety of services, the specific set of services 

available in each region 𝑅𝑖 may differ. Let 𝑆(𝐶) denote the set 

of all services provided by CSP 𝐶, for each region 𝑅𝑖, the set 

of available services 𝑆(𝑅𝑖) is a subset of 𝑆(𝐶). 

 

2.1.2 Access control 

Access control in cloud computing focuses on determining 

who can access cloud resources, the conditions under which 

access is granted, and the actions that they are allowed to 
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perform. It helps to ensure the security of data and upholding 

the overall cloud security. 

As illustrated in Table 2, access control models are often 

used in the cloud, they can be mathematically expressed, in 

RBAC, resource access is defined as: 
 

𝐴𝑐𝑐𝑒𝑠𝑠(𝑈, 𝑅) =  𝑈𝑖=1
𝑛  𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 (𝑅𝑖) 

where 𝑅𝑖 ∈ 𝑅𝑜𝑙𝑒𝑠(𝑈) 
(4) 

 

where, 𝑈  is the user, 𝑅  is the resource, 

𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 (𝑅𝑖) refers to the permissions associated with 

each role 𝑅𝑖, and 𝑅𝑜𝑙𝑒𝑠(𝑈) denotes the set of roles assigned 

to the user. The Discretionary Access Control (DAC) can be 

represented as: 
 

𝐴𝑐𝑐𝑒𝑠𝑠(𝑈, 𝑅) =  𝑂𝑤𝑛𝑒𝑟 (𝑅)  ∪ 𝐷𝑒𝑙𝑒𝑔𝐴𝑐𝑐𝑒𝑠𝑠(𝑈, 𝑅) (5) 
 

where, the resource owner or delegated users determine the 

access. The Mandatory Access Control (MAC) is as follows: 
 

𝐴𝑐𝑐𝑒𝑠𝑠(𝑈, 𝑅) =  𝑆𝑒𝑐𝐿𝑒𝑣𝑒𝑙(𝑈)  ≥ 𝑆𝑒𝑐𝐿𝑒𝑣𝑒𝑙(𝑅) (6) 
 

Table 2. Access control models 
 

Model Description Key Features 

Role-Based 

Access Control 

(RBAC) 

Access is tied to user 

roles, with 

permissions linked 

to roles. 

Simplifies 

management, 

supports 

hierarchies, 

scalable. 

Discretionary 

Access Control 

(DAC) 

Resource owners 

control access by 

granting or revoking 

permissions. 

Flexible but prone 

to mismanagement 

risks. 

Mandatory 

Access Control 

(MAC) 

Central authority 

enforces access 

using security labels 

and classifications. 

Strong enforcement, 

suitable for high-

security needs. 

Attribute-Based 

Access Control 

(ABAC) 

Access is determined 

by attributes of 

users, resources, and 

context. 

Fine-grained, 

dynamic, and 

adaptable. 

 

Ensuring that access relies on security classification. 

Attribute-Based Access Control (ABAC) is modeled as:  

 

𝐴𝑐𝑐𝑒𝑠𝑠(𝑈, 𝑅) =  𝑓 (𝐴𝑈, 𝐴𝑅, 𝐴𝐸) (7) 

 

where, 𝐴𝑈, 𝐴𝑅 and 𝐴𝐸 are attributes of the user, resource, and 

environment, respectively, and 𝑓 is a policy function 

determining access. 
 

2.2 Blockchain 
 

This technology employs a decentralized digital ledger to 

facilitate secure, open, and unalterable record-keeping. 

Information is stored in interconnected blocks, forming a 

sequential chain that makes data manipulation virtually 

impossible without network consensus [20]. 

In addition to the structure and workflow shown in Figure 

3, blockchain employs cryptographic techniques to enhance 

security and protect data from unauthorized access. Due to 

these characteristics, blockchain has taken off as a highly 

attractive technology for a wide range of applications, 

particularly in cloud data storage, where maintaining data 

integrity and trust is essential [21]. 

 
 

Figure 3. General workflow of blockchain transaction 

 

 

3. STATE OF THE ART 

 

Researchers have tackled the challenges of providing secure 

and efficient access control in decentralized and cloud-based 

systems. These studies aim to address important issues, such 

as ensuring data privacy, improving scalability, and 

optimizing system performance, while suggesting new 

methods to improve the security and flexibility of access 

management.  

 

3.1 Literature survey 

 

Many researchers have explored the challenges of 

proposing reliable data control access mechanisms in the 

multi-cloud, with a particular focus on blockchain-based 

approaches. 

Wang et al. [22] designed a decentralized data access model 

using Attribute-Based Encryption (ABE) to improve privacy 

and reduce central dependency. Zhang et al. [23] proposed a 

hierarchical access control system with blockchain and 

polynomial commitment for secure authentication, but it needs 

high computational resources. 

Cheng et al. [24] introduced a multi-authority ABAC 

system with blockchain for secure data sharing in IoT 

environments, though setting up multi-authorities is complex. 

Yang and Tsai [25] improved blockchain storage using RBAC 

and Threshold Secret Sharing, which increased storage 

efficiency but faced integration challenges. Kanakasabapathi 

and Judith [26] combined RBAC and ABAC with Key-Policy 

ABE (KP-ABE) for fine-grained access control, but key 

management created overhead. 

Agrawal et al. [27] used hybrid encryption with public 

blockchain for fog computing, ensuring data integrity and 

privacy, but computational demands were high. Rangappa et 

al. [28] used Sharding ZKP in private blockchain for secure 
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multi-cloud systems, but implementation was difficult. Panda 

et al. [29] applied CP-ABE in a hybrid ABAC system to 

provide flexible access control, but key management was a 

challenge. 

Du et al. [30] used Fully Homomorphic Encryption (FHE) 

in private ABAC for collaborative data sharing but faced high 

computation costs. Dai et al. [31] applied blockchain-based 

ABAC to digital twins, enabling scalable systems but 

requiring significant resources. Neela [32] used RBAC with 

Hash Authentication Codes for secure outsourcing but had 

performance issues under high traffic. 

Liu et al. [33] proposed DAC with Proxy Re-Encryption for 

secure medical data sharing, though managing re-encryption 

was complex. Singh and Singh [34] implemented ABAC with 

RSA for IoT, supporting privacy but struggling with high-

volume environments. Ullah et al. [35] used fine-grained 

control with ECC for lightweight IoT security, but it lacked 

scalability. 

Roy and Ghosh [36] applied ABAC with SMPC to ensure 

privacy and secure storage, but it caused delays in real-time 

operations. 

Das et al. [37] used SMPC in ABAC for secure data storage, 

achieving privacy but increasing computational overhead. 

Singh and Rathee [38] integrated smart contracts with ABAC 

and RSA for healthcare systems, enabling dynamic consent 

but with implementation difficulties. 

Rajkumar et al. [39] combined RBAC and ABAC with RSA 

and AES for scalable IoT systems, though the setup was 

complex. Bhatt et al. [40] used ABAC with ABE in public 

blockchain for AWS IoT, offering strong security but 

requiring heavy resources for large-scale deployments. 

 

3.2 Discussion 

 

Table 3 includes several abbreviations, defined here for 

clarity. Attribute-Based Access Control (ABAC), Role-Based 

Access Control (RBAC), and Discretionary Access Control 

(DAC) are different models for managing user permissions 

and access to cloud resources, as discussed in Table 2. 

Cryptographic methods like Secure Multi-Party Computation 

(SMPC) and Fully Homomorphic Encryption (FHE) help 

maintain privacy by allowing computations directly on 

encrypted data. Attribute-Based Encryption (ABE) and its 

forms, Key-Policy Attribute-Based Encryption (KP-ABE) and 

Ciphertext-Policy Attribute-Based Encryption (CP-ABE), 

ensure secure sharing of data based on user attributes. Zero-

Knowledge Proof (ZKP) allows one to confirm information 

without disclosing sensitive details. 

 

Table 3. Comparative analysis of proposed blockchain-based access control models 

 

Paper 
Access Control 

Mechanism 

Blockchain 

Model 

Cryptographic 

Technique 
Advantages Disadvantages 

[22] ABAC Private 
Attribute-Based 

Encryption (ABE) 

Efficient attribute privacy 

and decentralized control 

Overhead in managing 

attributes 

[23] Hierarchical ABAC Public Polynomial Commitment 
Secure authentication and 

hierarchical management 

Computational resource 

consumption 

[24] 
Multi-Authority 

ABAC 
Hybrid 

Attribute-Based 

Encryption (ABE) 

Decentralized and multi-

authority data sharing 

Complex multi-authority 

setup 

[25] RBAC Consortium 
Threshold Secret 

Sharing 

Optimized storage and 

enhanced blockchain security 

Cold and hot block 

integration challenges 

[26] 
Hybrid 

(RBAC+ABAC) 
Consortium KP-ABE 

Fine-grained access and data 

sharing 

Overhead in key 

management 

[27] ABAC Public Hybrid Encryption 
Integrity and privacy for 

distributed fog data 

High computational 

demands 

[28] ABAC Private Sharding ZKP 
Strong anonymity and 

security in multi-cloud 
Implementation complexity 

[29] ABAC Hybrid CP-ABE 
Flexible and decentralized 

cloud control 

Key management 

challenges 

[30] ABAC Private 
Fully Homomorphic 

Encryption (FHE) 

Collaborative access for 

hierarchical data 
High computation costs 

[31] ABAC Private 
Attribute-Based 

Encryption (ABE) 

Scalable and secure access 

for digital twins 
Resource-intensive 

[32] RBAC Public 
Hash Authentication 

Codes 

Integrity and outsourcing 

security 

Performance degradation 

under high requests 

[33] DAC Public Proxy Re-Encryption 
Efficient medical data 

sharing 

Infrastructure for re-

encryption 

[34] ABAC Consortium RSA 
Dual-data storage with 

privacy preservation 

Performance limitations in 

IoT 

[35] ABAC Public 
Fine-Grained 

Mechanisms 
Fine-grained control for IoT 

Overhead in IoT 

computations 

[36] ABAC Public 
Elliptic Curve 

Cryptography (ECC) 

Lightweight IoT access 

control 
Scalability limitations 

[37] ABAC Hybrid SMPC 
Privacy-preserving and 

secure storage 

Latency in real-time 

operations 

[38] 
Smart Contract-

Based ABAC 
Hybrid 

RSA with Smart 

Contracts 

Scalable healthcare access 

control 

Dynamic consent 

complexity 

[39] 
Hybrid 

(RBAC+ABAC) 
Public RSA with AES 

Decentralized and scalable 

IoT management 
Setup complexity 

[40] ABAC Public 
Attribute-Based 

Encryption (ABE) 
Secure access for AWS IoT Resource-heavy operations 
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Other encryption techniques, including Rivest–Shamir–

Adleman (RSA), Advanced Encryption Standard (AES), and 

Elliptic Curve Cryptography (ECC), protect data through 

encryption. Additional methods such as Polynomial 

Commitment, Proxy Re-Encryption, Fine-Grained 

Mechanisms, Sharding, and Hash-based Message 

Authentication Codes (HMAC) enhance the overall security, 

scalability, and integrity of data 

As outlined in Table 3, the existing literature review offers 

a comprehensive analysis of blockchain-based access control 

systems for the cloud. These approaches, categorized by the 

access control models discussed in Table 2, include RBAC, 

DAC, MAC, ABAC, and hybrid combinations. They leverage 

various blockchain models, such as Private, Public, Hybrid, 

and Consortium models, to address different security and 

scalability requirements. Among these, ABAC and hybrid 

models are prominent because of their ability to handle 

complex policies and offer fine-grained control. In addition, 

techniques such as Zero-Knowledge Proofs (ZKPs) and 

Attribute-Based Encryption (ABE) are frequently applied to 

enhance privacy and data security. 

Nevertheless, these approaches face challenges such as high 

computational costs from cryptographic methods, such as 

homomorphic encryption, and limitations in scalability caused 

by resource-intensive consensus mechanisms. While Private 

and Consortium blockchains improve control and efficiency, 

Public and Hybrid models provide decentralization but 

introduce higher complexity. 
 

 

4. PROPOSED SYSTEM 
 

4.1 General overview 

 

The proposed model uses a set of layers integrated with a 

private blockchain network to decentralize the access control 

and implement an immutable audit trail.  

The system is built on a layered architecture that offers 

strong security, transparency, and scalability for managing 

sensitive data. It is designed to dynamically control user access, 

while securely storing and retrieving data from multiple cloud 

service providers. Before detailing the workflow, it is crucial 

to provide a general overview of how the framework works, 

highlighting the interactions between users, blockchain, and 

cloud storage systems. 

As depicted in Figure 4, the workflow of the proposed 

framework consists of sequential steps ensuring secure data 

access, validation, and storage within a decentralized multi-

cloud environment. 

▪ User Layer: The data owner (DO) pushes data along 

with predefined access policies to the system, while the 

data requester (DR) submits an access request 

containing the user ID, resource ID, action, and context. 

▪ Data Gateway: The request is intercepted and 

processed through the API Gateway, which forwards it 

to the Access Module within the Policy Validation 

Layer for verification. 

▪ Policy Validation Layer: The Access Module verifies 

the request's authenticity by checking the user ID and 

digital signature. The request is then validated against 

the stored access policies using smart contracts in the 

Blockchain Module. The validation result (granted or 

denied) is immutably recorded on the blockchain. 

▪ Blockchain and Multi-Cloud Storage Interaction: 

Upon successful validation, the request is forwarded to 

the Multi-Cloud Storage Layer, where encrypted data is 

securely stored or retrieved. Each Cloud Service 

Provider (CSP) enforces access control via Role-Based 

Access Control (RBAC) and Key Vaults for secure key 

management. The blockchain logs access events, 

ensuring traceability and security. 

This integration between the Blockchain Module and Multi-

Cloud Storage Layer ensures a decentralized, tamper-proof 

access control mechanism while maintaining data integrity and 

security across cloud providers. 

 

 
 

Figure 4. Architecture of the proposed system
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4.2 Components 

 

4.2.1 User Layer 

The User Layer acts as the primary interface between users 

(Data Owners and Data Requesters) and the system. The Data 

Owner (DO) uploads data along with predefined access 

policies, specifying the conditions under which data can be 

accessed. These access policies are stored securely in the 

blockchain infrastructure. However, the Data Requester (DR) 

submits an access request that includes key attributes to rule 

the request. 

Let 𝑅 represent the access request, where: 
 

𝑅 =  (𝑈𝐼𝐷, 𝑅𝐼𝐷, 𝐴𝑐𝑡, 𝑐𝑡𝑥) (8) 

 

𝑈𝐼𝐷  is the user identifier, 𝑅𝐼𝐷  is the Resource identifier, 

𝐴𝑐𝑡 is the action to be performed over the resource and 𝑐𝑡𝑥 is 

the context of the request, especially the location of the 

requester and timestamp of the request. The User Layer 

forwards these requests to the Data Gateway for validation and 

processing. 

 

4.2.2 Data Gateway 

The Data Gateway Layer manages the flow of requests 

between the User Layer and the cloud storage system. It begins 

by intercepting all REST calls from users and validating the 

requests through signature and authenticity checks. Valid 

requests are forwarded to the CSP Selector, which identifies 

the optimal region for each cloud service provider (CSP) based 

on the proximity to the user and cost efficiency. The selected 

regions are then associated with the data owner for efficient 

storage and retrieval. Finally, the Data Handler processes data 

access requests, reconstructing data from the primary storage 

and its replicas across the selected CSP regions to ensure 

reliability and scalability.  

Rest Calls Interceptor: The Request Interceptor is the first 

component of the Data Gateway Layer, which is responsible 

for capturing all REST API calls from the User Layer. Each 

access request is validated by checking the digital signature for 

authenticity and ensuring that the request is fresh and not 

replayed. If the request passes these validations, it is forwarded 

to the CSP Selector for further processing; otherwise, it is 

rejected. 

 
Algorithm 1: Optimal CSP Selection Algorithm 

Input: CSPs (list of cloud service providers), Regions(CSP_i) 

(regions for CSP_i), L (Data Owner's location), α (proximity 

weight), β (cost weight) 
 

Output: Selected_Regions (optimal region for each CSP) 

1: Initialize Selected_Regions ← ∅ 

2: for each CSP_i in CSPs do 

3:     Initialize Min_Scoring ← ∞ 

4:     Initialize Best_Region ← NULL 

5:     for each region r in Regions(CSP_i) do 

6:         Cost ← Cost(r) 

7:         Proximity ← Distance(L, r) 

8:         Scoring ← α * Proximity + β * Cost 

9:         if Scoring < Min_Scoring then 

10:            Min_Scoring ← Scoring 

11:            Best_Region ← r 

12:        end if 

13:    end for 

14:    Add Best_Region to Selected_Regions 

15: end for 

16: return Selected_Regions 

 

CSP selector: The CSP Selector determines the optimal 

storage or retrieval regions across multiple cloud service 

providers (CSPs). For data storage, regions were selected 

based on proximity to reduce latency and cost efficiency to 

minimize expenses. For data retrieval, the appropriate CSPs 

and regions in which the data are stored are identified. 

The CSP Selector identifies the most suitable region from 

each cloud service provider (CSP) based on two key criteria: 

▪ The nearest regions over all CSPs are selected based on 

the Data’s location to reduce latency. 

▪ Choosing the region with the cheapest storage service to 

ensure cost efficiency. 

Using these filters, it selects one region per CSP to ensure a 

low latency for data access and minimal storage costs. The 

selected regions are then linked to the data owner for efficient 

future storage and retrieval operations. 

For each CSP 𝐶𝑆𝑃𝑖  ∈  𝐶𝑆𝑃𝑠 , the selected region 

𝑅𝑛𝑠(𝐶𝑆𝑃𝑖) must satisfy: 
 

𝑅𝑛𝑠(𝐶𝑆𝑃𝑖) = 𝑎𝑟𝑔 𝑟 ∈ 𝑅𝑛(𝐶𝑆𝑃𝑖)  min  (𝛼. 𝐷𝑐(𝐿, 𝑟)

+  𝛽. 𝐶𝑡(𝑟)) 
(9) 

 

where, 𝑅𝑛(𝐶𝑆𝑃𝑖) is the set of regions composing 𝐶𝑆𝑃𝑖 , 𝐿 is 

the location of the Data Owner, 𝐷𝑐(𝐿, 𝑟)  is the distance 

between 𝐿 and region 𝑟, 𝐶𝑜𝑠𝑡(𝑟) storage cost is region 𝑟, 𝛼 

and 𝛽  are weights for prioritizing proximity and cost 

efficiency. The weights α and β in Eq. (9) help balance speed 

and cost when selecting a cloud storage region. A higher α 

prioritizes lower latency for faster data access, while a higher 

β focuses on reducing storage costs. These values can be 

adjusted based on user needs or Service Level Agreements 

(SLAs). Experimental evaluations demonstrated that higher α 

values reduce retrieval time but may increase costs, whereas 

higher β values lower expenses but can introduce latency. This 

balance allows the model to adapt to different multi-cloud 

storage requirements.  

The combined CSP selection 𝐶𝑆𝑃𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑  includes the 

selected regions for all CSPs: 
 

𝐶𝑆𝑃𝑓 =  {𝑅𝑛𝑠(𝐶𝑆𝑃1), 𝑅𝑛𝑠(𝐶𝑆𝑃2) … , 𝑅𝑛𝑠(𝐶𝑆𝑃𝑛)} (10) 
 

4.2.3 Data Handler 

The Data Handler Module securely manages data storage 

and retrieval. For uploads, data are encrypted using a 

symmetric key derived from the Data Owner ID and Resource, 

distributing the encrypted data and policies across the selected 

CSP regions. The symmetric key is also encrypted with an 

asymmetric public key and stored in regional Key Vaults for 

redundancy. During retrieval, the module verifies the access 

permissions and, if granted, retrieves and decrypts the key to 

reconstruct the data, ensuring secure and compliant access. 

As depicted in Figure 5, during the encryption phase, a 

symmetric key 𝐾𝑠 is dynamically generated using the secure 

key derivation function HKDF. This key is derived from 

immutable attributes, Data Owner ID and Resource ID, 

ensuring a unique key for each resource. The data is then 

encrypted with 𝐾𝑠  using AES, which is efficient and suitable 

for handling large datasets. To further secure the encryption 

key, 𝐾𝑠 is encrypted with an asymmetric public key 𝐾𝑝𝑢𝑏, and 

the resulting 𝐾𝑠_𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑  is stored in redundant Key Vaults 

across the selected regions. The encrypted data 𝐷𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑  is 

distributed to the selected regions. 

The decryption phase begins only after the access request is 

authorized by the Access Validation Layer. The Data Handler 
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retrieves the encrypted key 𝐾𝑠_𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑  from the Key Vault in 

the region hosting the data. This key is then decrypted using 

the corresponding private key 𝐾𝑝𝑟𝑖𝑣, restoring the symmetric 

key 𝐾𝑠. Finally, 𝐾𝑠 is used to decrypt the data, and reconstruct 

the original dataset for the authorized requester. 

 

 
 

Figure 5. Workflow of data handler module 

 

By distributing 𝐷𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑  and 𝐾𝑠_𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑒𝑑  across multiple 

regions, the system ensures redundancy. Encryption and 

decryption operations provide robust confidentiality, 

leveraging symmetric encryption for performance and 

asymmetric encryption for secure key management.  

 

4.2.4 Access Validation Layer 

The Policy Validation Layer is the core of the framework 

and ensures secure and accurate access control for all the 

requests. It acts as the decision-making hub, validating access 

requests against predefined policies through a two-step 

process involving the Access Module and Blockchain Module. 

This layer guarantees that only legitimate and authorized 

requests are granted access, leveraging the blockchain for 

transparency and immutability. 

Access Module: The Access Module performs the initial 

validation of requests by verifying the identity and attributes 

of the user. It ensures the request's legitimacy by checking its 

format, authenticity, and compliance with basic access 

requirements. Validated requests are then forwarded to the 

Blockchain Module for further policy evaluation. 

Blockchain Module: The Blockchain Module evaluates the 

access requests against smart contract-defined policies stored 

in the blockchain. It executes these contracts to determine 

whether the request complies with the policies, logs the 

decision immutably on the blockchain, and returns the access 

decision to the Access Module for further action. This ensures 

transparency and secure policy enforcement. 

As illustrated in Figure 6, the proposed topology functions 

as a private blockchain network with Ganache serving as the 

centralized coordination hub. Data owners are represented as 

nodes that connect to the central ledger by using the Web3.py 

Python library to send transactions and receive updates. 

Ganache manages the blockchain ledger to ensure 

synchronization across all nodes. This setup simulates 

decentralization while maintaining simplicity and efficiency 

for experimental purposes. 

 

 
 

Figure 6. Interactions of the proposed private blockchain 

 

 
 

Figure 7. Structure of the proposed transaction block 

 

Table 4. Block attributes 

 
Field Description 

Block_ID A unique identifier for the block. 

Previous_Hash The hash of the previous block. 

RID The Resource identifier. 

UID The unique identifier of the Data Owner. 

Metadata Details about the data. 

Policies Access control rules. 

Timestamp The time when the block was created. 

Current_Hash The hash of the current block. 

 

In the proposed framework, data metadata and access 

policies are stored in the blockchain as structured blocks, as 

depicted in Figure 7. Each block contains key details, 

including the Resource ID (RID), metadata regarding data 

storage and replication across CSPs, and programmatically 

defined access policies. The metadata include information 

such as the primary CSP, replication locations, encryption 

keys, and timestamps, while the policies specify rules such as 

user roles, conditions, and allowed actions. 

Additionally, as depicted in Table 4, the User ID (UID) is 
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stored in the block to link the data and policies to the Data 

Owner, ensuring accountability and traceability. The blocks 

are formatted in a JSON structure for flexibility and seamless 

execution using smart contracts. 

 
Algorithm 2: Smart Contract Algorithm 

Input: R = (UID, RID, Act, ctx) (Access Request),  

P (Access Policies) 
 
 

Output: Decision ("Granted" or "Denied") 
 
 

1: P ← GetPolicies(R.RID) 

2: ConflictingPolicies ← DetectConflicts(P) 

3: if ConflictingPolicies ≠ ∅ then 

4:     ResolvedPolicy ← ResolveConflicts(ConflictingPolicies) 

5: else 

6:     ResolvedPolicy ← P 

7: end if 

8: if (R.UID ∈ ResolvedPolicy.Allowed_Users) AND 

(R.Action ∈ ResolvedPolicy.Allowed_Actions) AND 

(R.Context satisfies ResolvedPolicy.Conditions) then 

9:     Decision ← "Granted" 

10: else 

11:   Decision ← "Denied"  

12: end if  

13:   Log ← {UID: R.UID, RID: R.RID, Action: R.Action, 

Decision: Decision, Timestamp: CurrentTime()}  

14: Blockchain.Append(Log)  

15: return Decision 

 

The proposed smart contract algorithm automates access 

control decisions in multi-cloud storage by evaluating requests 

against policies stored on the blockchain. It first retrieves 

relevant policies and detects any conflicts. If conflicts exist, a 

resolution mechanism prioritizes the appropriate policy. The 

algorithm then verifies user permissions, requested actions, 

and contextual conditions before granting or denying access. 

The final decision is immutably logged on the blockchain, 

ensuring transparency and accountability. 

4.2.5 Multi-Cloud Data Storage Layer 

This layer manages data securely across multiple cloud 

service providers. For storage, the data are encrypted, 

replicated, and distributed to regions selected by the CSP 

Selector. Policies are defined in each CSP’s Identity and 

Access Management engine, and are linked to the data. During 

retrieval, the Data Handler reconstructs the data using 

metadata from the blockchain. 

 

 

5. EXPERIMENTAL DESIGN AND RESULTS 

 

5.1 Experimental design 

 

5.1.1 Setup 

The experimental setup was conducted on a Windows 11 

laptop equipped with an Intel Core i7 processor, 32GB of 

RAM, and 500GB of storage. The system was connected to the 

internet with a 400 Mbps download speed and 50 Mbps upload 

speed. 

As illustrated in Figure 8, the User Layer employed 

Postman to generate and send API requests on behalf of both 

data owners and requesters. The Data Gateway Layer 

leveraged an API Gateway cloud service to intercept REST 

calls, while Serverless Functions facilitated Cloud Service 

Provider (CSP) selection and data processing. 

The Policy Validation Layer was implemented using 

Ganache as a private Ethereum blockchain, configured with 

the following parameters: Network ID: 5777, Gas Limit: 

8,000,000, Gas Price: 20 Gwei, and Block Gas Limit: 

10,000,000. The blockchain network included 10 pre-funded 

accounts, each allocated 100 ETH, and was operated in 

deterministic mode to ensure the reproducibility of access 

control transactions. This layer also incorporated Serverless 

Functions for policy enforcement and validation. 

 

 
 

Figure 8. Design of the experimental setup
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The Multi-Cloud Storage Layer was simulated using 

Amazon S3, integrated with AWS KMS for secure key 

management, and Azure Blob Storage, which utilized Azure 

Key Vault for enhanced key security. This setup ensured a 

robust and scalable environment for evaluating the access 

control framework within a multi-cloud storage system. 

 

5.1.2 Model evaluation 

Performance: This section evaluates key performance 

metrics to assess the efficiency of the proposed model in a 

multi-cloud environment. The analysis includes encryption 

time, which quantifies the computational overhead required to 

secure data before storage, and upload time, which measures 

the duration needed to transfer encrypted data and keys to 

cloud storage providers. Finally, blockchain overhead is 

examined to assess the impact of policy validation and access 

logging on transaction processing time. 

As illustrated in Figure 9, the encryption time analysis 

shows that data encryption increases steadily with data size, as 

expected, owing to the computational demand for larger files. 

In contrast, key encryption remains consistently low and stable 

because it involves a fixed-size symmetric key regardless of 

the data size. This demonstrates the efficiency of RSA for key 

management in this scenario. 

 

 
 

Figure 9. Encryption time per data and keys size 

 

 
 

Figure 10. Data and keys upload time per CSP 

 
 

Figure 11. Latency per CSP 

 

Second, regarding the upload performance shown in Figure 

10, Azure outperformed AWS in terms of upload times for 

both data and keys, with noticeably lower latency for larger 

data sizes. 

Latency 𝐿𝑡𝑜𝑡𝑎𝑙  depicted in Figure 11, represents the total 

time for securely storing data provided by data owner in the 

cloud, it combines encryption time 𝐿𝑒𝑛𝑐 , upload time 𝐿𝑢𝑝𝑙𝑜𝑎𝑑 , 

and network latency. Network latency includes round-trip time 

𝐿𝑅𝑇𝑇  and data transfer time, which are determined by data size 

𝑆 and upload speed 𝐵. 

 

𝐿𝑡𝑜𝑡𝑎𝑙 =  𝐿𝑒𝑛𝑐 +  𝐿𝑢𝑝𝑙𝑜𝑎𝑑 + (𝐿𝑅𝑇𝑇 +  
𝑆

𝐵
)  (11) 

 

It is significantly lower for Azure compared to AWS across 

all data sizes. Azure latency increased moderately with data 

size, whereas AWS demonstrated consistently higher latency 

with minimal variation. 

Figure 12 illustrates how data is distributed across different 

Cloud Service Providers (CSPs) within the multi-cloud 

storage layer. The left section displays an AWS S3 Bucket, 

where encrypted key files are stored, while the right section 

shows an Azure Storage Container, containing corresponding 

data files. 

As shown in Figure 13, CPU usage remained relatively 

stable, ranging from 13% to 35%, while memory usage 

increased gradually, reaching 0.6% of the available memory. 

Disk utilization showed a more noticeable rise, peaking at 

16.2%. These results were observed while processing multiple 

concurrent access requests, with the system handling five 

simultaneous transactions on Ganache’s local blockchain 

environment. The experiment was designed to evaluate how 

resource usage changes as transaction volume increases, 

providing insight into the system’s scalability and 

performance under load. 

Cost: Following the deployment of our system in Azure, a 

cost analysis was conducted using the official Azure pricing 

calculator. The multi-cloud storage layer was designed by 

integrating Microsoft Azure and Amazon AWS for both data 

and key storage. As shown in Table 5, the design remains cost-

effective, with a total monthly expense of 91.17$. This 

demonstrates that the proposed design offers a practical 

balance between performance and cost. 

The cost estimated in Table 5 assumes a fixed resource 
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usage and doesn’t account for dynamic scaling, which can 

affect real-world costs. Cloud services like Azure Functions 

and AWS Lambda adjust pricing based on usage, meaning 

costs can rise with increased demand. Similarly, Azure Virtual 

Machines may incur extra charges when scaling to handle peak 

loads. Storage services like AWS S3 and Azure Blob can also 

become more expensive with higher access requests. 

Considering these factors in a dynamic cost model would 

provide a more realistic estimate. 

 

 
 

Figure 12. Persistence of encrypted data and keys 

 

 
 

Figure 13. Resource consumption by Ganache process 

 

Table 5. Model cost estimation 

 
Layer Model Component Cloud Service Configuration Cost (USD) 

Data 

Gateway 

Rest Call 

Interceptor 

Azure API 

Management 

Region: Central US, Tier: Consumption. First 1 million 

calls free 

CSP Selector Azure Functions Region: Central US, Tier: Consumption, Memory size: 128 

Mb, Execution time: 1000 ms, Executions per month: 2000. 

First 1,000,000 

executions are 

free. 

Data Handler Azure Functions 

Policy 

Validation 

Access Module Azure Functions 

Blockchain 

Infrastructure 

Azure Virtual 

Machine 

Region: Central USA East, OS: Windows, Tier: 

BasicStandard, Category: Compute Optimized, Instance: 1 

vCPUs, 2 GB RAM, 16 GB Temporary storage, $0.105/hour. 

76.95 

Smart Contract Azure Functions Region: Central US, Tier: Consumption, Memory size: 128 

Mb, Execution time: 1000 ms, Executions per month: 2000. 

First 1,000,000 

executions are 

free 

Multi 

Cloud 

Storage 

CSP1 / Data Azure Blob Region: Central US, Access tier:Hot, Redundancy:LRS, 

Capacity: 100 Gb. 

1.84 

CSP1 / Secret Key Azure Key Vault Region: Central US, Operations: 10000. 0.030 

CSP2 / Data AWS S3 Object Region: USA East, Tier: Standard, Operations: 10000. 2.35 

CSP2 / Secret Key AWS KMS 

Secret 

Region: USA East, Managed CMK: 10, Symmetric requests: 

1000. 

10.00 

TOTAL PER MONTH: 91.17 
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5.2 Findings 

 

This evaluation highlights the efficiency of the proposed 

model. Data encryption times increased proportionally with 

data size, as expected, while RSA-based key encryption 

maintained consistently low times due to the fixed key size. 

Azure demonstrated better upload performance than AWS, 

particularly for larger data sizes, with lower latency. The 

access validation module exhibited stable performance, with 

validation times between 2.11 and 2.33 seconds. Resource 

usage was efficient, increasing logically with transactions. 

Although integrating Azure and AWS in the multi-cloud 

storage layer incurs slightly higher costs, the model achieves 

an optimal balance between performance, cost, and scalability. 

The proposed approach has several important advantages 

over existing models. It reduces the computational load and 

delays seen in the models [23-27] and makes key management 

easier. It also ensures scalability in multi-cloud environments, 

solving the issues highlighted in previous study [26-29]. 

Additionally, the system is designed to take full advantage of 

the scalability offered by cloud platforms, allowing its 

components to be deployed as cloud-native services using a 

pay-as-you-go pricing model. Its transparent design makes it 

easy to deploy using an Infrastructure as Code (IaC) approach. 

 

 

6. CONCLUSION AND PERSPECTIVES 

 

This paper outlined a private blockchain-based model that 

improves the security and transparency of data access in the 

multi-cloud storage context. The integration of decentralized 

access control and an immutable audit trail ensures that data is 

accessed only by authorized users while maintaining 

accountability through secure and tamper-proof logging. The 

experimental findings validate the model’s capability to 

deliver robust encryption, reliable access control, and efficient 

data management within the multi-cloud data storage context. 

Although the proposed model demonstrates strong potential, 

it faces challenges related to scalability and latency under 

high-demand conditions. As transaction volume increases, the 

execution time of smart contracts and blockchain validation 

overhead introduce processing bottlenecks, affecting system 

response times. Furthermore, high network traffic and 

inefficient resource allocation can contribute to delays in 

access request processing, particularly in scenarios with high 

concurrency. 

Future work will focus on optimizing smart contract 

algorithms to improve access validation efficiency in dynamic 

scenarios. Additionally, exploring homomorphic encryption 

could provide enhanced security for data in its "in-use" state, 

allowing secure operations without exposing sensitive 

information. These advancements aim to address the existing 

limitations and improve the scalability and adaptability of the 

framework in diverse cloud applications. 
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