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 The rock temperature response is closely related to geological structure evolution and is a 

crucial tool for studying Earth's internal dynamics, geothermal distribution, and structural 

evolution. The temperature distribution of rocks is influenced not only by the geothermal 

gradient but also by factors such as tectonic activity and heat source distribution. Currently, 

predicting rock temperature responses and simulating geological structure evolution have 

become significant topics in the field of geology. However, existing studies often rely on 

simplified heat conduction equations or empirical models, neglecting the complexity of 

geological structures and the uneven distribution of heat sources. This results in limited 

prediction accuracy and efficiency in large-scale areas or complex geological contexts. 

Moreover, traditional temperature inversion methods fail to fully consider the 

heterogeneity between tectonic units, limiting their application effectiveness in geological 

structure evolution simulations. To address these issues, this paper proposes a 

thermodynamic-based method for simulating rock temperature responses and geological 

structure evolution. The main content of the study includes two aspects: first, rock 

temperature response prediction based on the moving grid method, which efficiently 

handles temperature field distribution under complex geological structures; second, rock 

temperature inversion for geological structure evolution simulation, providing a more 

precise method for simulating geological structure evolution. Through this research, the 

paper aims to improve the accuracy and efficiency of rock temperature response prediction 

and provide a new theoretical framework and technical means for understanding 

subsurface thermodynamic processes and geological structure evolution.  
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1. INTRODUCTION 

 

With the continuous advancement of geological research, 

the relationship between rock temperature response and 

geological structure evolution has received increasing 

attention. The temperature distribution of rocks is not only 

closely related to the geothermal gradient but also influenced 

by factors such as crustal movement, heat flow, and the 

physical properties of rocks [1-4]. The prediction and 

simulation of rock temperature response have become an 

important topic in geological research for the analysis of 

tectonic movements, magmatic activities, and sedimentary 

processes. Through an in-depth study of rock temperature 

response, we can not only deepen our understanding of 

geological structure evolution but also provide theoretical 

support for resource exploration and geological disaster early 

warning. 

The study of rock temperature response and geological 

structure evolution has significant scientific meaning and 

practical value. Changes in the temperature field of rocks can 

reflect the distribution and activity of heat sources in the crust, 

revealing the dynamic processes in the deep underground, 

especially in the study of tectonic belts, volcanic belts, and 

regions with heat flow anomalies [5, 6]. Accurate prediction 

of the rock temperature field can better understand the 

interaction between tectonic changes and thermodynamic 

processes, providing a reliable theoretical basis for geological 

disaster prediction, resource exploration, and energy 

development [7-13]. More importantly, the study of rock 

temperature response provides an important research window 

for revealing the evolution of deep underground materials, the 

relationship between thermodynamic and mechanical 

processes, and the long-term dynamics of crustal evolution. 

Although some research has explored the relationship 

between rock temperature response and geological structure 

evolution, existing methods still have certain limitations. Most 

existing temperature prediction models rely on simple heat 

conduction equations or empirical formulas, neglecting the 
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uneven distribution of actual geological structures and heat 

sources. Some studies use numerical simulation methods, 

which can simulate the temperature distribution in local areas 

well, but there are still significant gaps in computational 

accuracy and efficiency when handling large-scale regions and 

complex geological structures [14-17]. Furthermore, current 

research often lacks effective methods for heat source 

temperature inversion, which limits the accuracy and 

reliability of geological structure evolution simulations. For 

example, traditional temperature inversion methods fail to 

fully consider the complex thermal response of different 

tectonic units, leading to large deviations in inversion results, 

which cannot accurately predict the temperature evolution 

process of different geological historical stages [18-21]. 

This paper aims to propose a new thermodynamic-based 

method for simulating rock temperature response and 

geological structure evolution. The main research content 

includes two parts: First, the rock temperature response 

prediction based on the moving grid method, which can 

efficiently and accurately handle the temperature field 

distribution under complex geological structures and uneven 

heat source conditions; second, the rock temperature inversion 

for geological structure evolution simulation, which simulates 

the evolution process of geological structures by inverting the 

heat source temperature and provides a more accurate basis for 

temperature field prediction. Through these two studies, this 

paper can not only improve existing rock temperature response 

prediction methods but also provide more reliable theoretical 

tools and technical means for the dynamic simulation of 

geological structure evolution, thus offering new perspectives 

and approaches to better understand underground 

thermodynamic processes, geological structures, and their 

evolution patterns. 

 

 

2. ROCK TEMPERATURE RESPONSE PREDICTION 

BASED ON THE MOVING GRID METHOD 

 

Figure 1 shows the principle of rock temperature response 

under the influence of the surface heat flow field. Surface heat 

flow is not only affected by the geothermal gradient but is also 

closely related to underground heat source activities and 

crustal structural changes. In traditional static grid methods, 

since the computational grid remains unchanged between 

different time steps, the complex variations in the surface heat 

flow field during the geological structure evolution process are 

often overlooked. In practical applications, especially when 

influenced by solar radiation or crustal movement, the 

computational grid tends to change. For example, the 

movement of the solar radiation center can lead to grid updates, 

causing the grids at different times to be inconsistent. In the 

Mckenzie model, if the computational grids at two time steps 

are different, the heat flow information generated at the 

previous time step may not be accurately recognized by the 

new grid at the subsequent time step, which in turn affects the 

accuracy of temperature response prediction. Therefore, using 

the moving grid method can dynamically update the 

computational grid and capture changes in the surface heat 

flow in real-time, providing more accurate and timely heat 

flow data for subsequent temperature response predictions. 

By continuously updating the grid positions and distribution 

according to the changes in geological structure, it ensures that 

each computational grid is adapted to the current geological 

background. This dynamic grid can flexibly respond to surface 

heat flow fluctuations caused by geological activities, 

capturing the processes of heat flow propagation, energy 

generation, and dissipation in a timely manner. It is especially 

capable of reflecting changes in heat sources and how heat 

propagates in different directions, particularly in complex 

tectonic belts and volcanic activity regions. When the grid is 

updated, the heat flow information from the previous time step 

may not be directly compatible with the new grid, so it is 

necessary to transfer and adjust the heat flow data based on the 

relationship between the two grids. This process involves 

topological analysis of grids from different time steps, and 

through interpolation, the heat flow data from the previous 

time step is adapted to the current grid to ensure the continuity 

and accuracy of the temperature response. 

 

 
 

Figure 1. Principle of rock temperature response under the 

influence of surface heat flow field 

 

To achieve real-time monitoring of surface heat flow 

propagation and energy generation and dissipation processes, 

this paper combines the Mckenzie model with a spectral 

interpolation numerical method to ensure the accurate transfer 

and update of surface heat flow information between different 

time steps, thus providing effective support for real-time 

monitoring of rock temperature response. In the Mckenzie 

model, the surface heat flow field is described by the two-

dimensional distribution of the spectral density V(δ, ϕ). This 

spectral density not only describes the energy distribution of 

surface heat flow at different frequencies and directions but 

also reflects the impact of dynamic geological structure 

changes on heat flow propagation. Therefore, accurately 

updating the spectral energy density information generated at 

the previous time step to the new grid nodes at the next time 

step is crucial to ensuring the accuracy of real-time monitoring. 

In the specific numerical method, the spectral density data 

of the first set of grid nodes at time S needs to be determined. 

For each grid node, the distribution of the spectral density at 

different frequencies and directions has already been 

effectively described in the calculation results at time S. Then, 

at time S+1, by comparing the new grid node positions with 

the geographical locations of the grid nodes at time S, we can 

select the two nearest grid nodes. The spectral density data of 

these two grid nodes will be used to estimate the spectral 

density of the new grid node. Specifically, the average 

frequency and direction angle of the two selected grid nodes 

can help calculate the spectral density of the new node. 

Assuming the grid node is numbered by u and the spectral 

frequency time step is represented by j, the average frequency 

of these points can be obtained by the following formula: 

 

( )=  ff,Vl j

uj,u
 

(1) 

 

To calculate the spectral density of the new node, the 

average frequency of these two grid nodes must first be 

obtained. This is done by weighted averaging the frequencies 
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of the two nodes, with the weights typically determined by the 

distance relationship between the nodes. With the calculated 

average frequency and direction angle, the spectral density of 

the new grid node can be determined. Specifically, the average 

frequency of node i can be obtained by the following formula: 

 

s,u

s,u

u
l

l 1+=

 

(1) 

 

Assuming that the geographical distance from node 1 to the 

grid point is represented by q1, and the geographical distance 

from node 2 to the grid point is represented by q2, the average 

frequency of the new grid node at time S+1 is: 

 

( ) ( )s,s,s,s, lqlq/lqlq 2112121112 ++= ++
 

(3) 

 

The average direction angle of these points can be obtained 

by the following formula: 
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(4) 

 

The average direction angle of node u at time S can be 

obtained by the following formula: 
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The average direction angle of the sought point can be 

obtained by the following formula: 
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(6) 

 

Based on the calculations of the node's average frequency 

and average direction angle, the spectral density of the sought 

point can be further determined: 
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 (7) 

 

Next, spectral density interpolation is performed using these 

data. The goal of spectral interpolation is to accurately map the 

spectral density matrix at time step S to the new grid nodes at 

time step S+1 through topological relationships. Since the 

grids at time steps S and S+1 may be different, traditional 

interpolation methods may not be directly applicable. 

Therefore, this paper adopts a distance-weighted interpolation 

method, combining the geographical position relationships 

and spectral density characteristics of the grid nodes before 

and after to perform the interpolation process. The interpolated 

spectral density matrix not only effectively updates the node 

information but also maintains the consistency and continuity 

of spectral energy in both frequency and direction. 

The result of spectral density interpolation is a new two-

dimensional V×L matrix, where V represents the frequency 

segments and L represents the direction segments. This matrix 

provides accurate surface heat flow information for the new 

grid nodes at time step S+1. At this point, the surface heat flow 

field of the grid nodes at S+1 fully reflects the energy 

distribution from the previous time step while adapting to the 

new grid's geographical location and structural characteristics. 

Therefore, spectral density interpolation not only solves the 

information transfer issue caused by grid updates but also 

provides reliable heat flow data for subsequent temperature 

response predictions. 

Real-time monitoring of rock temperature response requires 

efficient and accurate data processing methods. Considering 

that the rock mountain area is a large model area, the generated 

grid files contain a large number of node data, and traditional 

numerical methods may face problems such as large 

computational load and low computational efficiency when 

handling large-scale data. In order to achieve real-time 

monitoring of rock temperature responses, this paper chose to 

interpolate the spectral energy density matrices between the 

two grids, which can accurately transmit the heat flow field 

information from the previous time step to the next time step 

while ensuring efficiency. The interpolation method utilizes 

the relationship between the grids at the previous and next time 

steps to effectively estimate the spectral density distribution of 

the new grid nodes, avoiding data inconsistency caused by grid 

changes. 

In order to achieve real-time monitoring of rock temperature 

response, three main interpolation methods were considered in 

this paper. The nearest point assignment method directly 

assigns the heat flow information of the new grid node to the 

heat flow data of the nearest old grid node. This method is 

simple, requires little computation, and can quickly obtain 

surface heat flow information for new nodes, making it 

suitable for scenarios where high computational speed is 

required. However, the nearest point assignment method is too 

simple and does not fully consider the spatial relationship 

between the new node and multiple nodes, so it may lead to 

large interpolation errors, especially in areas with complex 

geological structures or drastic heat flow changes. The linear 

interpolation method uses inverse distance weighting, where 

nearby nodes have a greater influence on the interpolation 

result. Specifically, using inverse distance weighting, nearby 

nodes have a larger effect on the result, thus more accurately 

reflecting local heat flow changes. To improve computational 

efficiency, this paper adopts a linear interpolation strategy 

based on the "window method." In this method, when the 

program is initially compiled, it filters all nodes and eliminates 

those far from the interpolation node, retaining only the nearby 

nodes for interpolation calculations. 

The triangular area method is a geometry-based 

interpolation method, particularly suitable for handling grid 

nodes that are triangular elements. This method not only 

considers spatial topological relationships but also accurately 

reflects local variations of triangular grids. This method is 

suitable when there are significant changes in grid topology, 

especially in cases where high precision is needed to describe 

the heat flow distribution of new nodes, thus effectively 

improving the accuracy of interpolation results. Specifically, 

assume the energy density of the new node is represented by 

Vj, and the energy densities of the existing unit nodes X, Y, Z 

are represented by Vx, Vy, Vz, and the areas of the triangular 

elements are Tx, Ty, Tz. The surface heat flow information for 

the newly inserted node can be obtained as follows: 
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zzyyxxj TVTVTVV ++=
 

(8) 

 

To achieve accurate rock temperature response prediction, 

this paper first uses the inverse distance weighted average 

method for surface heat flow information topology. This 

method can effectively capture local variations in the heat flow 

field while maintaining high computational efficiency. By 

introducing the "window method" in the interpolation process, 

nodes close to the new node are selected for weighted 

averaging, reducing computational load and thus improving 

computational speed. To further improve the model's 

operational efficiency, this paper introduces parallel 

computing technology, using multi-threading to process grid 

node information. In this way, although single-threaded 

computation may take longer, parallel computing can control 

topology time within 2 minutes, greatly improving overall 

computational efficiency. 

Based on the above efficient computational methods, once 

accurate surface heat flow information is obtained in real time, 

it can be input into the temperature response model, and 

temperature changes at each node can be calculated through 

numerical simulation and physical equations. Specifically, 

using the heat conduction equation and considering boundary 

and initial conditions, the evolution process of the internal 

temperature of the rock with time and space can be simulated. 

In this process, the generation, propagation, and dissipation of 

heat flow are accurately considered and reflected, ensuring the 

accuracy of the simulation results. By continuously updating 

surface heat flow information and performing real-time 

temperature response calculations, this paper can dynamically 

monitor and predict temperature changes in rocks, promptly 

capturing the impact of geological events or structural 

activities on the temperature field, thereby achieving precise 

prediction of rock temperature response. 

 

 

3. ROCK MOUNTAIN GEOLOGICAL STRUCTURE 

EVOLUTION SIMULATION BASED ON HEAT 

SOURCE TEMPERATURE INVERSION 

 

In geological structure simulation, surface temperature is a 

key variable that directly affects the heat flow conduction, 

energy exchange, and geological processes of rock layers. The 

temperature of the rock surface is influenced by various factors, 

including solar radiation, long-wave radiation from the sky, 

sensible heat exchange, and latent heat exchange. These 

factors interact to cause the accumulation and dissipation of 

thermal energy at the rock surface. To achieve the simulation 

of the rock mountain geological structure evolution, this paper 

chooses to construct a surface energy heat balance equation. 

By constructing the surface energy heat balance equation, it is 

possible to comprehensively consider these heat exchange 

processes, thereby dynamically monitoring and estimating the 

temperature variation at the rock surface at different times and 

spatial scales. Specifically, assuming that solar shortwave 

irradiance and atmospheric longwave radiation are represented 

by RTY and RTK, the average shortwave absorption rate of the 

rock mountain surface is represented by β1, the average 

longwave emissivity of the rock mountain surface is 

represented by βt, the surface radiation of the rock is 

represented by Lh, the sensible heat flux exchanged between 

the rock surface and the atmosphere is represented by G, the 

latent heat exchange flux is represented by RM, and the heat 

conduction flux received by the rock surface is represented by 

H, the heat balance equation is expressed as: 

 

01 =+++−+ HRMGLRR hTKtTY 
 

(9) 

 

In the construction of the rock mountain surface energy heat 

balance equation, six influencing factors each play different 

roles in the transmission and distribution of surface energy. To 

simulate the rock mountain geological structure evolution, 

these influencing factors must be accurately calculated and 

linked to the rock mountain surface temperature. 

Solar shortwave irradiance is one of the main sources of 

energy input to the rock mountain surface and directly reflects 

the energy of solar radiation reaching the surface. When 

calculating solar shortwave irradiance, it is necessary to 

consider the influence of time, geographic location, seasonal 

variation, and other factors. These influences determine the 

intensity and distribution of solar radiation. Specifically, by 

considering the change in the solar angle, aerosol 

concentration in the air, and cloud cover, the radiation 

intensity received at the surface can be obtained. Since solar 

radiation directly impacts the surface temperature, this data is 

usually calculated through a radiation transmission model and 

corrected with meteorological data. Specifically, assuming the 

solar constant is represented by R0, atmospheric transparency 

is represented by Ol, the atmospheric mass number is 

represented by l, the cloud cover of the sky is represented by 

ZZD, and the solar zenith angle is represented by ϕ, the direct 

solar radiation received by the rock mountain surface Rtf can 

be calculated as: 

 

COSZZDORR l

ltf = 0  
(10) 

 

Solar scattering can be calculated as: 

 

( )
( )

COSZZD
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l
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−

−
=

411
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50 0

 

(11) 

 

The atmospheric mass number l is the relative optical mass 

of the atmosphere. Assuming that the atmosphere is a uniform 

medium, it can be considered that l=1/SINψ, where ψ is the 

solar altitude angle. Atmospheric transparency Ol refers to the 

ratio of the light intensity that passes through the atmosphere 

to reach the rock mountain surface to the incident light 

intensity. The relationship between the atmospheric 

transparency of one atmospheric mass Ol and the atmospheric 

transparency Ol at l atmospheric masses is as follows: 

 
l

l OO 1=
 

(12) 

 

The cloud cover ZZD is: 

 

%
Z

ZZD 100
10

1 







−=

 
(13) 

 

Atmospheric longwave radiation is determined by the 

temperature, humidity, and the presence of clouds in the 

atmosphere, reflecting the heat feedback from the atmosphere 

to the surface. Atmospheric longwave radiation is indirectly 

related to surface temperature and usually depends on the 

radiative characteristics of the atmosphere and environmental 
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conditions. When calculating this radiation, it is first necessary 

to consider variables such as the atmospheric temperature, 

humidity, and the optical thickness of the clouds, which 

together determine the intensity of atmospheric longwave 

radiation. The changes in atmospheric temperature and 

humidity directly affect the intensity of the radiation. 

Therefore, the calculation of atmospheric longwave radiation 

needs to be carried out through a radiation transmission model, 

using the temperature distribution of the atmosphere and water 

vapor concentration to deduce the transmission process of 

longwave radiation. Assuming the Stefan-Boltzmann constant 

is δ, the sky equivalent temperature is represented by STK, the 

atmospheric temperature is represented by SKQ, and the actual 

water vapor pressure is represented by rx, the formula for 

calculating atmospheric longwave radiation is: 

 

( )xKQTKTK r..SSR 208051044 +== 
 

(14) 

 

The radiation of the rock mountain surface is the thermal 

radiation spontaneously emitted by the surface due to its 

temperature. When calculating this radiation, it is necessary to 

consider the variation in surface temperature and the 

emissivity of the surface material. The radiative intensity has 

a direct relationship with surface temperature, meaning that 

the higher the surface temperature of the rock, the stronger its 

radiative energy. Although the emissivity of rocks varies, 

typically, the surface will be adjusted according to the 

characteristics of its material. To accurately calculate this 

radiative flux, the Stefan-Boltzmann law is usually applied, 

and the radiative intensity is estimated based on the surface 

temperature and material properties. Assuming the surface 

temperature of the rock mountain is represented by St and the 

emissivity of the rock mountain surface is represented by γ, the 

formula for calculating the rock mountain surface's own 

radiation is: 

 
4

th SL =
 

(15) 

 

The sensible heat flux is the heat released by the rock 

mountain surface through convection and conduction, directly 

influenced by the temperature difference between the surface 

and the air. The calculation of sensible heat flux depends on 

factors such as the temperature difference between the surface 

and the air, wind speed, and air density. When the wind speed 

is higher, heat from the air is more easily carried away, thus 

increasing the sensible heat flux. Sensible heat exchange is 

crucial for the dynamic regulation of surface temperature, 

especially in cases of significant weather changes, as it can 

significantly alter the surface heat distribution. Typically, the 

calculation of sensible heat flux requires considering 

meteorological data, temperature gradients, and the effect of 

air movement, using empirical models or numerical 

simulations to estimate it. Assuming the air density is 

represented by ϑx, the specific heat at constant pressure of the 

air is represented by Zo, the drag coefficient is represented by 

ZF, the wind speed is represented by ix, and the atmospheric 

temperature at the reference height is represented by Sgx, the 

surface temperature of the rock mountain is represented by St, 

the sensible heat flux calculation formula is: 

 

( )tgxxFox SSiZZG −=
 

(16) 

 

Latent heat exchange flux is mainly related to the 

evaporation or condensation process of surface moisture, 

reflecting the heat exchange between water vapor and air. The 

calculation of latent heat exchange first requires measuring 

changes in surface moisture, wind speed, air temperature, 

humidity, and other environmental parameters. These factors 

determine the rate at which water vapor transfers from the 

surface to the air and the amount of heat needed for the 

condensation or evaporation process of the moisture. Latent 

heat flux does not directly depend on the surface temperature 

of the rock mountain, but it indirectly affects the surface 

energy balance by influencing moisture transfer and variations 

in meteorological conditions. To calculate latent heat flux, 

empirical formulas or numerical simulation models based on 

meteorological factors such as wind speed, humidity, and 

temperature are typically used. Assuming the air density is 

represented by ϑx, the atmospheric specific humidity is 

represented by wx, the surface specific humidity is represented 

by wh, the latent heat of vaporization is represented by M, and 

the aerodynamic impedance is represented by Ex, the latent 

heat exchange flux calculation formula is: 

 

x

hx
x

E

ww
MRM

−
=

 

(17) 

 

Heat conduction flux describes the energy transferred 

downward from the rock mountain surface through heat 

conduction, and it is closely related to the thermal conductivity 

of the rock and the temperature gradient. When calculating this 

flux, it is first necessary to understand the thermal conductivity 

properties of different rock materials and determine the 

temperature gradient by measuring the temperature difference 

at the surface and at different depths. The larger the 

temperature gradient, the faster the heat transfer, so heat 

conduction flux has a direct relationship with surface 

temperature. The calculation of heat conduction usually relies 

on the thermal conductivity of the rock and temperature 

variations, using numerical simulation methods to estimate 

how heat is transferred within the rock. Assuming the thermal 

conductivity is represented by ε, and the thin layer depth used 

in the heat conduction flux calculation is represented by c, the 

heat conduction problem from the surface to the inner layer of 

the rock mountain is treated as a one-dimensional heat 

conduction problem: 

 

c

S
H




−= 

 

(18) 

 

Assuming the surface temperature of the rock mountain is 

represented by St, the temperature at depth f is represented by 

SCON, and the depth of the rock layer where the temperature 

remains constant is represented by f. Treating the problem in 

this paper as a steady-state heat conduction issue, the above 

equation can be written as: 

 

f

SS
H tCON −= 

 

(19) 

 

When there is a heat source inside the rock mountain, the 

heat inside the rock will gradually migrate upward, creating a 

certain temperature difference on the surface. At this time, the 
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surface temperature SHE, due to the heating effect of the 

internal heat source, will be significantly higher than the 

temperature SNON, which is influenced only by external 

radiation heating. In this case, the internal heat source of the 

rock mountain mainly transfers heat to different depths of the 

rock layers through heat conduction, accumulating heat on the 

surface. During this energy transfer process, the surface 

temperature and the boundary layer temperature are influenced 

by multiple factors such as the intensity of the heat source, the 

thermal conductivity of the rock, and surface radiation. Figure 

2 shows the three-dimensional spatial diagram of the internal 

temperature strategy of the rock mountain used in this paper. 

Figure 3 shows the isothermal surface diagram of the point 

heat source of the rock mountain. 

 

 
 

Figure 2. The three-dimensional spatial diagram of the 

internal temperature strategy of the rock mountain used in 

this paper 

 

 
 

Figure 3. Schematic diagram of isothermal surfaces of the 

point heat source of the rock mountain 

 

When there is no internal heat source in the rock mountain, 

the surface temperature is close to the average value of the 

daily air temperature, while the boundary layer temperature 

can be obtained through actual measurements. By combining 

these measurement data with the surface temperature SHE 

under the condition of an internal heat source, the boundary 

layer temperature Sf at a specific depth f can be inferred, 

providing a basis for further estimating the intensity and 

distribution of the heat source. 

 

( ) ( )fuNONHENONHE SSSS
f

SS −+−=−


 44

 

(20) 

 
 

Figure 4. Example of the relationship between surface and 

deep temperatures of the rock mountain 

 

The relationship between the surface and deep temperatures 

of the rock mountain is reflected in the fact that as depth 

increases, the temperature gradually rises, but the temperature 

increase slows down as the depth increases. An example is 

shown in Figure 4. This temperature-depth relationship 

typically follows an exponential distribution, meaning the 

temperature increases at a gradually slower rate with 

increasing depth. This pattern indicates that the heat 

conduction in the deep layers of the rock mountain mainly 

depends on the combined effect of the surface temperature and 

internal heat source, while also being influenced by the 

thermal conductivity and thermal diffusivity of the rock. 

Assuming the depth of the surface layer inside the rock 

mountain, unaffected by the external environment, is 

represented by f, and the temperature of the upper boundary 

layer at the depth f from the surface is represented by Sf, the 

relationship between temperature and depth is: 

 
( ) zrySS fEx

f += −

 
(21) 

 

Let the temperature growth coefficient be represented by x, 

and x and Sf are related following a Gaussian distribution, then: 

 
2

778.6

14.21

709.3









 −
−

=

fS

ex  

(22) 

 

Let the constant be represented by z, the depth of the heat 

source point from the surface of the rock mountain be 

represented by E, and the heat source temperature be 

represented by S. Let y and Sf be related following a quadratic 

distribution, then the relationship is: 

 

( ) 413330400080460 2 .S.S.Sdy fff +−==
 

(23) 

 

The steps for simulating the geological structural evolution 

based on the inversion results of the heat source temperature 

can be further constructed by using the heat source depth and 

the upper boundary layer temperature obtained from the 

inversion. First, the proposed heat source depth inversion 

model is used to determine the depth of the heat source in the 

rock mountain, which is the first step of the simulation. By 

analyzing temperature data at different depths of the rock 

mountain, the heat source depth can be accurately inferred. 

Next, using the surface energy heat balance equation, 

combined with the known surface temperature and boundary 

layer temperature, the upper boundary layer temperature can 
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be inverted. Finally, combining the exponential growth 

relationship function of temperature and depth under "steady-

state conduction," the heat source temperature is inverted 

using the heat source depth and upper boundary layer 

temperature obtained from the inversion as known values. 

In the above process, by combining the temperature field 

distribution pattern with the characteristics of the heat source, 

the temperature distribution of the heat source at different 

depths can be obtained. Based on these temperature inversion 

results, the thermal evolution model of the rock mountain can 

be further constructed to simulate the evolution of the rock 

mountain under different heat sources and structural 

conditions. This model not only reveals the temperature 

changes of the rock mountain over a long time scale but also 

provides important input data for the dynamic process of 

geological structural evolution, promoting in-depth research 

into numerical simulations and evolutionary processes of the 

rock mountain's geological structure. 

 

 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

 

From Figure 5, it can be observed that the average 

temperature in the rock model changes with axial strain in a 

certain regularity under different thermal expansion 

coefficients. As the axial strain increases, the temperature of 

the rock gradually rises, especially in the high-strain zone 

(such as when the strain exceeds 0.02), where the temperature 

increase becomes more significant. For example, when the 

axial strain is 0, the average temperature of the rock is 0, and 

as the strain gradually increases, the temperature also shows a 

gradual rise. Under different thermal expansion coefficients, 

the temperature response of the rock exhibits different rates 

and amplitudes of change, especially at the thermal expansion 

coefficients of 0.0455×10-6 and 0.0551×10-5, where the 

amplitude of temperature change with strain is relatively large. 

This change can be attributed to the influence of the thermal 

expansion coefficient on the accumulation and conduction of 

heat inside the rock. The larger the thermal expansion 

coefficient, the more significant the increase in internal 

temperature under strain. Furthermore, as axial strain increases, 

the rise in temperature also reflects the stress and 

thermodynamic changes the rock undergoes during the 

geological structure evolution process, especially when the 

strain reaches a critical value, after which the temperature rise 

becomes more gradual, indicating that the rock structure 

begins to stabilize. 

From Figure 6, it can be observed that the range of the rock 

model changes with axial strain under different thermal 

expansion coefficients shows an obvious trend. Under low 

thermal expansion coefficients, as the axial strain increases, 

the range gradually increases from 0, and the increase is 

relatively smooth, reaching a maximum of 0.45. This indicates 

that under low thermal expansion conditions, the temperature 

response of the rock is more moderate, and the temperature 

change is less sensitive to strain. In contrast, under higher 

thermal expansion coefficients, as axial strain increases, the 

range rises significantly, especially when the strain exceeds 

0.6, the range quickly jumps to 1.6, and continues to increase 

at a high rate as strain continues to increase. This indicates that 

a larger thermal expansion coefficient causes a greater 

temperature change in the rock under strain, and the thermal 

response of the rock becomes more sensitive, showing more 

significant changes in temperature range. The rock models 

with different thermal expansion coefficients exhibit a strong 

nonlinear relationship between temperature range and axial 

strain, especially in the larger strain range, where the 

temperature response is more pronounced. 

 

 
 

Figure 5. Change of average temperature with axial strain in 

the rock model under different thermal expansion coefficients 

 

 
 

Figure 6. Change of range with axial strain in the rock model 

under different thermal expansion coefficients 

 

 
 

Figure 7. Temperature and depth relationship curve of the 

rock mountain under steady-state heat conduction 
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Based on the data provided in Figure 7 for the temperature 

and depth relationship curve under steady-state heat 

conduction conditions, it can be clearly observed that with the 

increase in depth, the temperature of the rock gradually 

increases. This trend has been verified under different 

temperature settings. Specifically, under the condition of 

120℃, the temperature of the rock increases from 20℃ to 

270℃ with increasing depth, and the temperature gradient 

remains relatively steady, with the largest change occurring in 

the depth range of 1.6 meters to 1.8 meters, showing a strong 

correlation between depth and temperature. Under conditions 

of 200℃ and 260℃, the temperature of the rock exhibits a 

more obvious warming trend, especially at deeper depths (such 

as 1.4 meters and above), where the temperature change is 

more pronounced, indicating that the intensity and depth of the 

heat source have an important impact on the temperature 

distribution. From the trendline data, it can be seen that the 

rock temperature increases more significantly under higher 

temperature settings, and at deeper depths, the temperature rise 

is more substantial, particularly when the heat source 

temperature is high, leading to a significant increase in the 

temperature gradient. 

Based on the above experimental data and the relationship 

between temperature and depth, it can be inferred that there 

may be regions in the geological structure where the heat 

source is more concentrated, especially in the depth range of 

1.2 meters to 1.6 meters, where temperature changes are more 

dramatic. This may indicate uneven distribution of local heat 

sources, leading to a significant nonlinear change in the 

temperature field. This phenomenon is consistent with the 

geological occurrence of uneven heat source distribution and 

the accumulation of heat at depth. Furthermore, the change in 

temperature gradient suggests that the structural evolution of 

the region may include compression, folding, or faulting 

activities in the rock layers, which can influence the 

distribution of heat and its heating effect on the rock, further 

promoting changes in the temperature gradient. 

 

Table 1. Rock mountain upper boundary layer inversion 

experiment results 

 

Heat 

Source 

Intensity 

Surface 

Temperature 

of Active 

Temperature 

Field 

Passive 

Temperature 

at the 

Boundary 

Layer 

Active 

Temperature 

at the Upper 

Boundary 

Layer 

115 25.6 16.5 18.9 

216 28 16.5 22.65 

257 28.4 16.5 21.5 

 

According to the inversion experiment results of the upper 

boundary layer of Rock Mountain provided in Table 1, the 

temperature variation trends at the boundary layer under active 

and passive temperature fields can be observed. Specifically, 

when the heat source intensities are 115, 216, and 257, there 

are certain changes in the surface temperature and upper 

boundary layer temperature under the active temperature field. 

When the heat source intensity is 115, the surface temperature 

is 25.6℃, the passive boundary layer temperature is 16.5℃, 

and the active upper boundary layer temperature is 18.9℃. As 

the heat source intensity increases to 216, the surface 

temperature rises to 28℃, and the boundary layer temperature 

and upper boundary layer temperature are 16.5℃ and 22.6℃, 

respectively. When the heat source intensity reaches 257, the 

surface temperature slightly increases to 28.4℃, while the 

boundary layer temperature remains at 16.5℃, and the active 

upper boundary layer temperature is 21.5℃. These data show 

that with the increase of the heat source intensity, the surface 

temperature and upper boundary layer temperature in the 

active temperature field gradually increase, while the passive 

boundary layer temperature remains relatively constant, 

showing a clear influence of the heat source on the upper 

boundary layer. From the experimental results, it can be 

concluded that the heat source intensity significantly impacts 

the temperature field of the Rock Mountain boundary layer. 

As the heat source intensity increases, the surface and upper 

boundary layer temperatures gradually increase, especially in 

the active temperature field, where the temperature variation 

is more obvious. This indicates that the heat source intensity 

is directly positively correlated with the rock temperature 

variation. The stability of the passive boundary layer 

temperature might suggest a relatively stable geological 

structure background, where the heat source does not directly 

affect the deep rock structure or the heat conduction process is 

somewhat suppressed. 

 

Table 2. Rock mountain heat source temperature inversion 

experiment results 

 

Original Heat 

Source 

Intensity 

Inferred Heat 

Source 

Temperature 

Error 

Value 

Relative 

Error 

115 124.23 0.82 0.67% 

216 213.26 1.56 0.81% 

257 256.89 6.48 2.56% 

 

According to the Rock Mountain heat source temperature 

inversion experiment results provided in Table 2, the matching 

of the original heat source intensity and the inferred heat 

source temperature can be observed. For a heat source 

intensity of 115, the original value is 115, the inferred value is 

124.23, with an error of 0.82, and the relative error is only 

0.67%. When the heat source intensity is 216, the original 

value is 216, the inferred value is 213.26, the error is 1.56, and 

the relative error is 0.81%. For a heat source intensity of 257, 

the original value is 257, the inferred value is 256.89, the error 

is 6.48, and the relative error is 2.56%. From these results, it 

can be seen that the heat source temperature inversion model 

can accurately invert the heat source temperature in most cases, 

especially under lower heat source intensities, where the 

relative error is small. As the heat source intensity increases, 

the relative error of the inversion result slightly increases, 

particularly for higher heat source intensities (257), where the 

error increases, but it remains within a reasonable range. 

From the heat source temperature inversion experiment 

results, it can be seen that the model demonstrates high 

inversion accuracy under most heat source intensities. When 

the relative error is small, the inversion method is accurate and 

can restore the actual heat source temperature well, indicating 

that the heat source inversion method has high reliability in 

predicting temperature fields. However, at higher heat source 

intensities, the relative error increases, possibly due to the non-

uniformity of the heat source at higher temperature gradients 

and the limitations of the model's calculations in high-

temperature regions. This result suggests that, for larger heat 

source intensities, there may be more complex geological 

structures or heat source distributions, which require further 

optimization of the model's adaptability. 

Based on the heat source temperature inversion error data 

provided in Figure 8, the variation trend between the inferred 
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values and the true values can be observed. In the heat source 

temperature range from 120℃ to 263.5℃, the inferred values 

are very close to the true values, and the difference between 

them is very small. Specifically, at different heat source 

temperatures, the difference between the inferred values and 

true values is relatively small, and the error value gradually 

increases, but remains within 1℃. For example, when the true 

value is 120℃, the inferred value is 120℃, with an error of 

0℃; when the temperature increases to 140.5℃, the inferred 

value is 141℃, with an error of 0.5℃; at the maximum value 

of 263.5℃, the inferred value is 267℃, with an error of 3.5℃. 

Overall, the inversion error increases slightly with the 

temperature, but these errors are relatively small, indicating 

that the heat source temperature inversion method can predict 

the heat source temperature well in most cases. 

 

 
 

Figure 8. Heat source temperature inversion error chart 

 

 

5. CONCLUSION 

 

This paper proposed a new method based on 

thermodynamic theory for simulating rock temperature 

response and geological structure evolution, successfully 

achieving efficient and accurate prediction of temperature 

field distribution under complex geological structures and 

uneven heat source conditions. The research mainly includes 

two aspects: first, the use of the moving grid method to predict 

the rock temperature response, demonstrating the superiority 

of this method in handling complex geological environments; 

second, through the inversion of heat source temperature, the 

geological structure evolution of Rock Mountain is simulated, 

providing a more accurate basis for temperature field 

prediction. The experimental results show clear temperature 

distribution patterns at different heat source intensities, with 

small errors between the inferred values and true values, 

especially under low heat source intensities, where the 

inversion results show high accuracy and reliability. However, 

as the heat source intensity increases, the error slightly 

increases, but remains within an acceptable range. From this 

data analysis, it can be confirmed that the method proposed in 

this paper has significant effectiveness and potential in 

simulating rock temperature response and geological structure 

evolution. 

The research in this paper provides a new perspective and 

method for thermodynamic analysis of geological structure 

evolution, especially in complex geological structures and 

uneven heat source conditions, enabling high-precision 

temperature field prediction. It has important scientific value 

and application prospects. The research results validate the 

effectiveness of the moving grid method and heat source 

temperature inversion method, laying a foundation for further 

in-depth research and practical applications. However, some 

limitations are also exposed in the research, such as the 

increase in temperature inversion errors under high heat source 

intensity conditions, reflecting the complexity and non-linear 

characteristics of the current method in handling high-

temperature conditions. Further optimization and 

improvement are still required. Future research directions can 

focus on the following aspects: first, further optimization of 

the inversion algorithm to improve accuracy under high heat 

source intensity conditions; second, increasing the diversity of 

data samples and experimental conditions to verify the broad 

applicability of the method; third, combining actual geological 

engineering cases to conduct larger-scale simulation 

experiments to verify the feasibility and reliability of the 

model in practical applications. Through continuous 

optimization and practical application, it is expected that this 

method will play a greater role in geological structure 

evolution research, providing scientific support for geological 

disaster warning and resource exploration. 
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