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Lane and object detection is the major concern of an autonomous vehicle or driver 
assistance to mobilize continuously without making any traffic congestions and 
accidents. In a complex traffic scene countries like India facing many challenges to 
enabling the intelligent transport system in end-to-end customer connectivity. In this 
work the major district road (MDR) type is considered to identify the driveable space 
for the host vehicle. The proposed novel work is the combination of lane lines and object 
detection by LaneNet with sliding window and YOLOv5. Prior to the detection method, 
for computational complexity pre-processing methods, ROI and bird eye top down 
views are carried out. The object bottom corner coordinate points and lane boundary 
coordinate points on the reference line is considered to calculate the space on both sides 
of a front object of host vehicle parental lane.  
Finally, we used the real-time data and the most available CULane, BDD100K and 
TuSimple public dataset to perform simulation of a proposed work. LaneNet with 
sliding window for lane detection and pertained YOLOv5 model for an object detection 
and localization with an accuracy of 97% and 98% respectively. The simulation's 
outcomes demonstrate that the precision of the driving space identification results, 80% 
to 92% on various datasets. 

Keywords: 
ROI, YOLOv5, Lane Line Detection, Object 
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1. INTRODUCTION

In today's fast-paced society, everyone pursues their own
lifestyle and sticks with a schedule to fulfill expectations and 
comfort. A minor accident or violation of the traffic laws on a 
highway or city street causes traffic and slows down the day's 
progress. 1.3 million Individuals pass away every year in a 
roadway accident report by the World Health Organization. 
The disciplined highways have made significant progress in 
the identification of lane and road borders for an autonomous 
vehicle, and driver support systems. The operation of an 
autonomous intelligent vehicle has not yet progressed to the 
full degree in the real-world scenario depicted in the figure 1. 

Figure 1. Sample scene of major district road 
environment 

As seen in the figure. 1 situation operating an autonomous, 
intelligent vehicle still presents difficulties, as a result of 
undesired roadside occupation, poor maintenance, and lane-
avoiding behaviour. Connecting residential areas to roads with 

an autonomous vehicle movement is challenging in this 
scenario. The Vision system is the one which helps to detect 
any type of an object and track them in front of the host 
vehicle. Computer vision is opted for such detection and 
tracking of an object on the road lane. The review of the 
literature provides information on how to design and develop 
an existing system such that it functions properly with 
appropriate road environment upkeep.  

The overview of well-structured lanes recognition and 
results reported in [1, 2]. Such a system is not assured if there 
are less lane care and poor lane conduct. In such situation the 
features of an image boosted methods carried in [3] and [4]. 
On the other sides of the road, where there is less visibility of 
the border and light variance due to shadow cast by trees and 
buildings, difficult to distinguish [5]. The improvements 
obtained in various algorithms, based on feature, model, and 
machine learning to detect the lane markings [6-9]. Each of 
these have their own benefits and drawbacks depending on the 
situation. Therefore, the single algorithm cannot produce the 
optimal outcomes in every setting. This situation is addressed 
together for better results. Typically, an SVM-based technique 
is used in conjunction with supervised or semi-supervised 
online learning to identify roads [10]. For instance, [11] 
effective method of using self-supervised online learning with 
SVM for road detection. Both the correlation feature set and 
the raw feature set are evaluated and make use of the boosting, 
SVM, and random forest classifiers, recently neural networks 
were also used to identify roads [12].  

Despite having great performance accuracy, it is dependent 
on intricate calculations and a substantial amount of training 
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data. The aforementioned examples concentrated on the 
organised and disciplined highways, which is not typical for 
all connected roads. On gravel roads, Lane detection is 
challenging because of the road's texture, lighting variations, 
and fuzzy borders. The overall performance of detection also 
degrades due to weather and ruts. The state of features of dirt 
roads as described in [13, 14] and correct, but unsubstantiated 
information obtained accurately in [15]. Identify the discovery 
of driveable space for a host vehicle's movement in another 
section of this work. In this situation, one must find the objects 
that suddenly emerged in front of the host vehicle. The method 
which located and detects the object is called object detection 
by making bounding boxes with labelling.  

Various methods for the improvement of environmental 
perception are provided by recent deep learning 
algorithms[16] . Numerous sensors are crucial to an 
autonomous vehicle's ability to gather data about its 
surroundings. The most frequently used sensors, such as 
LiDAR, GNSS, GPS, and many others[17], are efficient and 
perform the required work. Computer vision and deep learning 
methods have become more popular in every area of 
Intelligent Transportation Systems (ITS) in various ways, 
including reserve vehicle finding, traffic control and sign 
recognitions and number plate recognition. By detecting 
computational behaviour and offering encouraging outcomes 
in numerous disciplines, such as picture arrangement [18] 
segmentation[19], and identification of moving objects and 
tracking [17], Totalling objects, detecting overtaking vehicles, 
classifying objects[20], and detecting lane changes [21].  

In general, two types of deep learning algorithms such as 
Regression-based models and region-based models for object 
detection are both employed. The object had previously been 
located in two steps, which took more processing time. On the 
other hand, simple regression uses a single shot of the full 
image to provide bounding boxes and class probabilities [22]. 
In comparison to the double-stage object detector, this model 
performs faster. It has been suggested that an improved 
version of You Only Look Only (YOLO) be developed to 
detect electrical components[23], licence plates [24], and 
many other things. YOLO-UA for traffic flow monitoring[25] 
and YOLO-CA for accident detection are two examples. [26] 
To find the crop being harvested from the palm tree plantation, 
the YOLO-P model is employed. From the above One-shot 
trained model detect the various objects present in an image or 
video frame which helps identifying the object utilized area in 
an image. The overall existing methods as discussed in the 
earlier methods gives the clearest view of an objects and lane 
line detection disciplined highways road scenarios. As these 
detection methods not full fill the needs of driver assistance at 
traffic congested area as well as rural and urban road 
environment. By adding the essence of an object space 
occupied on the road in forward-facing of the host vehicle will 
help the driver avoid traffic congestion at crucial stages. The 
remaining part of the paper organized with support for the 
work to obtain the driveable space in the single road urban and 
city road environment.  

2. SUPPORTING METHODS

Vision system is one of the major component in an
autonomous vehicle/driver assistance system to gather data of 
in front of the host vehicle. For some reason, few photographs 
collected in a real-time scenario are distorted. The tangential 

distortion, which occurs when the images are not maintained 
parallel to the image plane with the camera lens, in other case 
the causes of warped edges belonging to the category of radial 
distortion. The actual driving environment reflects these 
distortions. The following are the mathematical model 
definition of radial and tangential distortion correction. 
Distortion Parameters 

𝐷 ൌ ሺ𝑘ଵ,𝑘ଶ,𝑝ଵ,𝑝ଶ,𝑘ଷሻ     (1) 
Correction on radial manner 

𝑥௖ ൌ 𝑥ௗሺ1 ൅ 𝑘ଵ𝑟ଶ ൅ 𝑘ଶ𝑟ସ ൅ 𝑘ଷ𝑟଺ሻ       (2) 
𝑦௖ ൌ 𝑦ௗሺ1 ൅ 𝑘ଵ𝑟ଶ ൅ 𝑘ଶ𝑟ସ ൅ 𝑘ଷ𝑟଺ሻ       (3) 

Correction on tangential manner 
𝑥௖ ൌ 𝑥ௗ ൅ ሾሺ2𝑝ଵ𝑥ௗ𝑦ௗ ൅ 𝑝ଶሺ𝑟ଶ ൅ 2𝑥ௗ

ଶሻሿ                    (4) 
 𝑦௖ ൌ 𝑦ௗ ൅ ሾ𝑝ଵሺ𝑟ଶ ൅ 2𝑥ௗ

ଶሻ ൅ 2𝑝ଶ𝑥ௗ𝑦ௗሿ                     (5) 
Where 𝑟ଶ ൌ  𝑥ଶ ൅ 𝑦ଶሺ𝑥௖ ,𝑦௖ሻ is the position's location in the 
image pixel coordinate at point d. 
Suffice d and c – represents distorted and corrected coordinate 
respectively 
r – represents the distance between the centre of the image to 
correct coordinate point. 
k,p – represent radial and tangential distortion parameters 
respectively. 

Before installing the camera, these types of known 
distortion are addressed. One of the greatest ways to examine 
camera distortion and calibration is with a checkerboard. The 
regimented regular forms made of a checkerboard pattern of 
black and white aid in adjusting the camera to detect scenes 
with distorted images. The photos below, as seen in figure 
2,2.1 show how distorted original photographs are 
transformed into undistorted images. 

Figure 2. Camera distortion correlation 
parameters. 

Figure 2.1 Chess board Image for camera calibration 

2.1 Region of Interest (ROI) 

A single image contains more information that is somehow 
unrelated to a specified work. Performance is delayed since the 
process takes into account all information about the photos. 
Finding the informative portion of an image is therefore 
crucial for accelerating the process. The part of the image 
consider for our work is devoted to important information and 
the remaining space considered as unrelated. The ROI (region 
of interest) aids in locating the image's such a manner in order 
to choose informative area, the figure.3 visualises the chosen 
zone from the original image.  
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ROI is the region enclosed by a circle, rectangle, or other 
shape surrounding an interesting area. In this study, ROI is 
calculated using a rectangular pair and a trapezoid mask, 
which may be stated as follows. 

C1. Using a trapezoid mask, create a rectangle couple 
C2. Merging an image as well as a mask 
C3. Choosing only the region that interacts with the mask 

and the picture 
The inside the green box is the drivers most attend able area, 

which are considered as important information as related to 
road scene.  

Figure 3. Visualization of the original scene with ROI 

2.2 Inverse Perspective Mapping (IPM) 

In real-world scenario, the detected object appears in 
dynamically varying, while it is larger when it near to the 
camera and smaller if it keep the distance from the camera. 
The disappearing point is harmful to active lane borders where 
two parallel lines meet at the far range of vision. IPM (Inverse 
perspective mapping) restores the link between the parallel 
line and the world coordinate seen from above [27, 28]. IPM 
is then used to transform the forward camera's vision into a 
bird's eye perspective. The road apparent point (Xw Yw Zw) that 
projects to construct the homograph relations of the four 
corners of the picture plane (u, v) is necessary to produce a 
top-down view. Figure 4 pictures the projection principle and 
the equation as shown in (6). 

Figure 4. Invers Perspective Projection View 

ሺ𝑢,𝑣 ,1ሻ் ൌ 𝐾 𝑇 𝑅 ሺ𝑋ௐ,𝑌ௐ,𝑍ௐ, 1ሻ்     (6) 
R – Rotation matrix 

𝑅 ൌ  ቎

1 0
0 cos𝜃

0 0
െ sin𝜃 0

0 sin𝜃
0 0

cos𝜃 0
0 1

቏       (7) 

T – Translation Matrix 

 𝑇 ൌ  

⎣
⎢
⎢
⎡
1 0
0 1

0 0
0 0

0 0
0 0

1
ି௛

ୱ୧୬ఏ
0 1 ⎦

⎥
⎥
⎤

   (8) 

Considering the above equation 7, 8 with K (camera matrix) 

and road plane (𝑌௪ ൌ 0) the equation becomes 

   ቆ
𝑢
𝑣
1
ቇ ൌ  ൭

𝑝ଵଵ 𝑝ଵଷ 𝑝ଵସ
𝑝ଶଵ 𝑝ଶଷ 𝑝ଶସ
𝑝ଷଵ 𝑝ଷଷ 𝑝ଷସ

൱  ൭
𝑋௪
𝑍௪
1
൱          (9) 

Using this equation, it is possible to map each pixel on 
the image plane to a top down view as shown the result in 
figure 5, which helps to detect the lane line. 

Figure 5. Visualization of IPM 

3. PROPOSED WORK

3.1 Lane Detection

The driverless vehicle fared best on highways, where lane 
markings are brighter and more pronounced. However, in 
practise, the connectivity of the roads between urban and rural 
areas is not regularly maintained. In this case, the autonomous 
vehicle operation is not successfully detecting the lane line. 
Finding the lane line with the use of a lane line predictor and 
lane localization is one of the simplest ways to locate the road 
area. In order to successfully detect lanes, it is typically 
necessary to first employ pertinent methods to extract the pixel 
features of the lane line. Next, the proper pixel fitting 
algorithm is then required to complete the process. 

Figure 6. LaneNet Architecture 

The network, termed LaneNet and depicted [29] in figure 6, 
combines the benefits of binary lane segmentation and 
identifies the pixels that are a part of lanes and those that are 
not. In order to capture the coordinates of pixels, the sliding 
window is scanned from the bottom up. The centre of the next 
sliding window is determined by the mean value of the pixels 
when the number of pixels exceeds a predetermined threshold. 
After threshold filtering, the hybrid incompatible operator and 
graph, along with the sliding window fit the lane.  The pixels 
from the preceding frames are used to fit the curve, while the 
pixels from the recorded position information are used in a 
quadratic polynomial[30] . LaneNet model is used in this case, 
segmentation to detect the lane in any situation, such as when 
it is blocked by objects or when there are no visible lane line 
marks. The LaneNet outcome is shown in the figure. 7 
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Figure 7. Lane detection – Proposed LaneNet Model 

3.2 Object Detection 

The very first and most essential function of the visual 
system is to locate and categorise an object within an entire 
image. The visualisation of this detection uses a bounding box 
with a label and probability score. Tracking an item in vision 
applications is another difficulty. The most common 
traditional approach incorporates modules for extracting 
features, region selection, and classification. The basic feature 
extraction models for road object recognition are Haar  [31] 
and HOG  [32] discussed. The characteristics are manually 
retrieved using this traditional method, which takes more time. 
Recent improvements in vision sensors have increased data 
collection over a time as well as the rapid growth of hardware, 
particularly parallel computing, which helps deep learning 
outperform older algorithms. The object detection algorithm 
used in the deep learning approach contains two stages in 
addition to a single stage [33] to ensure that real-time 
performance requirements for timeliness and accuracy are 
met. Models with two stages of detection move more slowly 
than those with one stage in the prior manner. Double stage 
object detection models with high complexity and calculation 
time included in RFCN  [34] and Mask R-CNN  [35]. When 
compared to two-stage detection models, one stage networks 
like YOLO and SSD offer faster calculation times. Redmon et 
al. presented the YOLO algorithm [36] is significantly quicer 
than existing approaches, then YOLOv3 in 2018, which 
drastically improves finding speed and precision. The YOLO 
sequence of algorithms will have evolved to YOLOv5 by 
2020. Additionally, the sequences of models can be identified 
based on the network's breadth and feature map's size. More 
specifically, all previous four models share the identical input, 
backbone, neck, and prediction components of the network. 

The one stage You only Look once architecture has a 
convolutional [37] layer and an input picture are the two main 
components of the regression-based whole YOLO structure. 
In a single step, the convolution layer processed a picture and 
returned the spot and grouping the detected objects. The input 
size for three-layer YOLO architecture is 640x640x3. The 
Conv2D + Batch Normal + Leaky subcomponents make up the 
Basic Convolution Module (CBL). 32 convolution kernels are 
used in RELU to slice the input images, which produces a final 
product with the dimensions 320x320x32. The feature 
extraction, gradient information elimination, and optimization 
processes are handled by the CSP bottleneck module. 
Different feature scales are acquired via the Spatial Pyramid 
Pooling (SPP) Figure 8 shows the precise YOLOv5 
architecture. 

Figure 8. YOLOv5 Architecture 

Algorithmic tasks include things like classifying and 
identifying one or more objects in a picture. Before creating 
our own, we used a YOLOv5 model that had already been 
trained using 80 classes from the COCO dataset. Vehicles, 
traffic lights, pedestrians, motorbikes, bicycles, and even 
animals can act as roadblocks. The following are the process's 
specifics and the result specifies in figure 9:  

Step 1. The trained YOLOv5 model has been used. The 
input image to the neural network needs to have a particular 
shape, like a blob. Using the blob and the image function, the 
frame is translated into a blob for a neural network in order to 
be understood from a video sequence. The process also 
changes the pixel values between 0 and 1 and resizes an image 
to the required size (640, 640). The YOLO network is then 
used for blob forwarding. The YOLOv5 method generates 
bounding boxes to aid in detection prediction.  

 Step 2.  A vector is used to represent the class, five network 
components (the centre x, centre y, breadth, height, and 
sureness box), and each output bounding box. The output of 
the YOLOv5 algorithm consists of many boxes. Though, the 
majority of the boxes are superfluous. They must be screened 
and removed. In the first step, a box will be removed if there 
is a low likelihood that an object will be detected. Only those 
boxes are maintained that have probabilities greater than the 
specified threshold. The remaining boxes will do non max 
suppression. Fewer boxes will overlap as a result.  

Step 3. Combining lane detection techniques. Hazy lanes, 
losing track, and interference from immovable objects on the 
road are the main causes of inaccurate lane identification. 
Therefore, using the obstacle detection result in the lane 
detecting approach would be advantageous. 

Figure 9. Object detection – YOLOv5 
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3.3 Driving Space localization 

The road image is a complex scene with a variety of 
objects in and around the host vehicle. It is quite difficult for a 
novice driver of a host vehicle to continue driving without 
colliding when they assume driveable space. Connecting roads 
between urban and rural areas are bidirectional, and some 
sections of the road are filled and crowded. Such an 
environment is focused on the effort in order to provide the 
driveable space for vehicles continuous movement. For 
obtaining the non-occupancy space for driving, a reference 
line is fixed and the coordinate points of a lane border and front 
object is considered. The figure's 10 represents graphically to 
estimate the coordinate of an object. 

Figure 10. Driveable space detection and coordinate 
Findings 

The estimation of a single object coordinate point within the 
ROI region is shown in figure 10. Each object's centre point 
(x, y), object width (w), and object height (h) is provided by 
the YOLOv5. The schematic in figure.11 provides a 
perspective on how to estimate the driveable area for an eco-
vehicle. The endpoints of the boundary lane are selected on 
this reference line, noted as lane left edge (LL) and lane right 
edge (LR), and the width of the lane is determined (Lw). 

𝐷௣௔௧௛ ൌ 𝐿௪ െ 𝑂௪  (10) 

𝐷ோ௣௔௧௛ ൌ  𝐿ோ െ 𝑂௥௜௚௛௧ (11) 

𝐷௅௣௔௧௛ ൌ  𝑂௟௘௙௧ െ  𝐿௅ (12) 
𝐿௪ െ 𝐿𝑎𝑛𝑒 𝑊𝑖𝑑𝑡ℎ 
𝑂௪ െ 𝑂𝑏𝑗𝑒𝑐𝑡 𝑊𝑖𝑑𝑡ℎ 
𝐿௅  
െ 𝐿𝑒𝑓𝑡 𝐿𝑎𝑛𝑒 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑛𝑑 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑙𝑖𝑛𝑒 𝑚𝑒𝑒𝑡𝑖𝑛𝑔 𝑝𝑜𝑖𝑛𝑡 
𝐿ோ  
െ 𝑅𝑖𝑔ℎ𝑡 𝐿𝑎𝑛𝑒 𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑛𝑑 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑙𝑖𝑛𝑒 𝑚𝑒𝑒𝑡𝑖𝑛𝑔 𝑝𝑜𝑖𝑛𝑡 

According to the equation (11), (12), where the difference 
is greater gap as chosen as a positive driveable area for the host 
vehicle to approach in advance. In case the front object close 
to the host vehicle  or crossed the reference line the ‘Y’ 
coordinate point of an object has to be consider to decide the 
driving space by drawing a new reference line to collect the 
corresponding LL  LR points 

4. EXPERIMENTAL RESULTS AND ALALYSIS

4.1 Experimental Setting

a. Data set
BDD100K: The 100K video frames in the BDD100K

dataset are divided into 70000 for training, 10000 for 
validation, and 20000 for testing. We employ the original 
validation set for testing but leave the training set unmodified 

because the testing partition's ground-truth labels are not 
accessible to the general public..  

TuSimple: The TuSimple dataset, which is comprised of 6K 
road photos taken from US highways, is now the most often 
used for lane recognition. The image has a resolution of 1280 
x 720. 3K records for training, 358 records for justification, 
and 2K records for testing make up the dataset. The 
photographs in the dataset were captured on the highway in 
primarily favourable weather and lighting conditions. 

CULane: The CULane dataset 20 times more than the size 
of the TuSimple dataset contained a total of 133,235 frames. 
The training set is 88K the validation set is 9K and the test set 
is 34K. There are nine distinct scenarios included in it, 
including regular, throng, curve, dazzle night, night, no line, 
and arrow in the city. 

TRLane: The Mixture of rural road in china with TuSimple 
dataset known as TRLane[38]. Only between lanes and 
backdrop are distinguished in its annotation; instances of lanes 
are not. This dataset includes 1.1K rural road image 
arrangements, each of which consists of 20 successive frames, 
in addition to a portion of the TuSimple dataset. 

b. Evaluation Metrics
The final segmentation result for the lane task requires an

estimation index to estimate the effectiveness of the test. We 
utilise the F-Measure assessment index to assess the model's 
capacity to forecast the lane line since it can take into account 
both the precision and recall measurements from the 
experiment. Positive samples, identified by the letters P and 
background, are assumed to exist in each pixel of the lane line. 
Using the letter N, a pixel is a undesirable sample. If the 
expected picture output and individually pixel of the actual 
label are equal, the pixel prediction is said to be accurate. 
Using the F-Measure index, the formulas for evaluating 
picture prediction outcomes are shown in (13) and (14) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ  
்௥௨௘ ௉௢௦௜௧௜௩௘

்௥௨௘ ௉௢௦௜௧௜௩௘ାி௔௨௟௦௘ ௉௢௦௜௧௜௩௘
  (13) 

𝑅𝑒𝑐𝑎𝑙𝑙 ൌ  
்௥௨௘ ௉௢௦௜௧௜௩௘

்௥௨௘ ௉௢௦௜௧௜௩௘ାி௔௨௟௦௘ ே௘௚௔௧௜௩௘
   (14) 

The proportion of the number of accurate forecasts to all 
predictions serves as a measure of precision, which represents 
the model's accuracy. Recall, a measure of coverage that 
compares the number of goals found in the data to the whole 
amount of goals that really exists, represents the model's recall 
rate. TP stands for the proportion of correctly recognised 
positive instances, FP for instances that were detected as 
positive cases, and FN for instances that were detected as 
negative cases. 

F1 Scores: F scores are a statistician's tool for evaluating a 
binary model's precision. Both recall and precision are 
considered simultaneously. The F1 score, which ranges from 
0 to 1, can be understood of as a periodic mean of precision 
and recall. It is defined as  

𝐹ଵ ൌ 2 ൈ  
௣௥௘௖௜௦௜௢௡ ൈ௥௘௖௔௟௟

௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟
       (15) 

The average number of valid points per image serves as the 
basis for calculating accuracy: 

 Accuracy =  ∑ ஼೔೘
ௌ೔೘

௜௠        (16) 

Cim the number of true points and Sim the number of ground-
truth points. When there is less than a predetermined amount 
of difference among the projected point and the ground truth, 
the point is considered right. 
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5. RESULTS AND DISCUSSION

The recommended method is applied on the Google cloud
stage with an OpenCV library. Real-time data is collected 
from a rural and urban MDR environment in and around the 
Salem region, Tamilnadu India with varying traffic conditions 
and congested roads. The combined proposed method of 
driving space identification on real time data results as shown 
in figure 12. Table 1 and 2 gives the comparative results with 
the planned method of lane line and object finding separately.  

The model is validated through the various datasets and 
their results are represented in figure 13. From the test result 
the driveable space is identified based on the reference line and 
bounding box. In various scenarios, the space identification as 
exposed in figure 13.b and c the model identifying the 
maximum gap on any of the sides of the front object detected. 
In figure 13 a model did not concluded the maximum space on 
either side of the front object so it does not identify the driving 
space. 

 Figure 13.d one of the vehicles crossed the reference line, 
such condition the model compares the LL LR coordinate 
points on reference line with the closest object coordinate 
point and reassign the driving space. 

Table 1. Comparison of proposed model with other Lane 
detection Methods 
Method Algorith

m 
Average 
Accurac
y (%) 

Recall Precisio
n 

F1 

Traditiona
l Method
[39]

Hough 
Transfor
m 

95.70 0.919
4 

0.9409 0.930
2 

Traditiona
l Method
[40]

RANSA
C +  HSV 

86.21 0.902
8 

0.9213 0.902
1 

Deep 
Learning 
[41] 

FastDrae 
ResNet 

95.00 0.952
5 

0.9622 0.953
7 

Deep 
Learning 
(Our 
Proposal) 

LaneNet 
+ Sliding
Window 

97.03 0.967
9 

0.9767 0.972
3 

Figure 11. Result of Driveable space identification in 
MDR type environment 

Figure 12. Model Performance of various data sets with real 
time data 

Table 2. Comparison of different Object detection 
methods 

Model Average 
Accuracy (%) 

Recall 

HOG + SVM [42] 57.0 0.4892 
Horizontal filter + 
Otus [39] 

75.00 0.6833

Faster R-CNN 
[43] 

81.60 0.8138 

YOLOv5x [44] 98.57 0.9812

Figure 13. Proposed Model Accuracy and F1 score for 
various Data sets 

6. CONCLUSION

This paper designed for identifying the driveable space for
the host vehicles, continuous movement and collision 
avoidance. The novel method utilizes the LaneNet with sliding 
window for lane detection and YOLOv5 pertained model for 
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object detection and localization with an accuracy of 97% and 
98% respectively. The combined proposed method examined 
on TuSimple, CUlane, BDD100K and real-time data, the 
model produced the promising output with an accuracy of 82 
% to 92% on various dataset scenes and these variation 
depends on the data quality. In future work the host vehicle 
size will be considered to identify the suitable driveable space 
on either side of the front vehicle which assist the driver to 
take the decision on right path to move forward. 
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