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Electroencephalogram (EEG) signals are crucial and promising tools used to 

diagnose of epilepsy through several sensor electrodes placed on the head scalp. 

Meanwhile, these signals are complex and difficult to analyze visually by 

neurologists and are considered time-consuming tasks. Recently, deep learning 

(DL) is the challenge in the epileptic disease classification. In this work, a novel

CNN model is proposed to detect seizures based on signal processing methods and

DL. Short-Time Fourier Transform (STFT) and Continuous Wavelet Transform

(CWT) are applied to transform EEG signals from time domain to time-frequency

(TF) domain. Then, the converted signals and augmentation of data are used as

multi-input data (MID) for classification using CNN. Therefore, this CNN

architecture established by using two layers for feature extraction and classification

of MID. As results, the proposed MID-CNN model confirmed higher accuracy of

100% to distinguish between normal and seizures. Moreover, the comparison of

this work with different studies in the literature review showed that the proposed

MID-CNN model increases the performance of epileptic seizure classification than

previous works. Finally, the effectiveness of using MID-CNN network is verified

and can be used for clinical diagnosis of epileptic disease.
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1. INTRODUCTION

Electroencephalogram (EEG) signals are the measurement 

of the neural activity, which can be recorded by sensor 

electrodes placed on the head scalp according to the 

international 10-20 system [1, 2]. Initially, this device was 

invented by Hans Berger in 1924 [3], which is considered one 

of the most useful and prominent tools for the diagnosis of 

epileptic disease. It was estimated that nearly about 1% of the 

population in the world is affected by epilepsy at any age. Thus, 

this disease is characterized by synchronous and excessive 

neuronal activity of the brain provoked by uncontrolled 

recurrent attacks [4, 5]. Therefore, the normal EEG signals 

composed of rhythms that are ranged from low to high-

frequency bands recognized as Delta (δ) between 0.5 and 4 Hz, 

Theta (θ) between 4 and 8 Hz, Alpha (α) between 8 and 13 Hz, 

Beta (β) between 14 and 30 Hz, and Gamma (γ) more than 30 

Hz [3, 4, 6]. Thus, up of these frequency bands are corresponds 

to the seizure onset (ictal state) [7]. In addition, normal EEG’s 

amplitude sits on range of 10 and 100 μV, and the amplitude 

of abnormal EEGs is about 0.5 and 1.5 mV [8]. Previously, 

these patterns of frequency and amplitude generally are used 

for diagnosis of epileptic seizures which are visually analyzed 

by clinical experts to identify whether that patient has epilepsy 

or not. This inspection needs more clinical experiences and 

efforts. Therefore, this procedure is laborious and cumbersome 

tasks that it takes long time because of the EEG signals are 

complexity and nonstationary, especially for long-term EEG 

recordings. Moreover, EEG signals are contaminated by 

several artifacts and noises generated by muscles and eyes 

movements, cardiovascular activity and other non-

physiological artifacts such as power line of 50 Hz [7, 8]. 

These limitations provide changes in their waveforms and 

disrupts the presence of epileptic disease which can make 

misdiagnosis. Recently, the evolution of artificial intelligence 

(AI) is the challenge in many fields including neuroscience 

research, such as the automatic detection of epileptic seizures. 

Machine learning (ML) has been applied for detection of 

seizures using EEG signals to improve the classification 

accuracy. The mechanism of ML based on manual extraction 

of statistical features by using different methods of signal 

processing. Then, the classification process is based on 

training of selected features and classified into different 

categories [9]. More recently, the potential of using deep 

learning (DL) in many research studies have been validated 

that achieved remarkable result and better analysis of data. DL 

facilitates learning of relevant patterns automatically for 

classifying epileptic seizures without manual feature 

extraction [10, 11]. Convolutional neural network (CNN) is 

one of the most successful DL architecture due to their 

capacity of learning spatial features. CNN unit was inspired 

from the visual cortex mechanisms, that it has the ability to 

extract complex patterns for making decisions [1, 8]. 

Furthermore, the basic structure of CNN network consists of 
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layers including convolution layer, ReLU layer, pooling layer 

and fully connected layer. These layers learn input features 

and classified them to make final decision according to output 

classes [3]. CNN can be applied not only in a one-dimensional 

(1D-CNN) but also in two-dimensional (2D-CNN), because it 

has great potential in biomedical signal and image processing 

[12].  

 

 

2. LITERATURE REVIEW  

 

Previously, Aliyu and Lim [6] presented a framework based 

on long short-term memory (LSTM) and DWT for the 

classification of epileptic EEG signals. For dimensionality 

reduction of features, the optimal features are selected using 

correlation coefficient, P-value analysis (CCP) and principal 

component analysis (PCA). After that, the authors compared 

this framework with other classifiers of ML, including logistic 

regression (LR), support vector machine (SVM), K-nearest 

neighbour (K-NN) and decision tree (DT). Dhar et al. [8] 

applied different signal processing techniques including LBP, 

empirical mode decomposition (EMD), FFT, and DWT. For 

EEG classification, a comparison study is established between 

MultiSVM and CNN-RNN which is similar to RESNET50 

style architecture. It is demonstrated that the proposed CNN-

RNN perform better to detect seizures.  

Sun et al. [11] proposed a multi-input feature deep learning 

network (MDFLN) that two types of CNN are used (1D-CNN 

and 2D-CNN), for feature extraction from time domain and TF 

domain. After that, Bidirectional long short-term memory 

(BLSTM) network is used to distinguish between seizure and 

nonseizure events. Boonyakitanont et al. [12] compared 

between Artificial Neural Network (ANN) and CNN for EEG 

signals classification by using multiple feature selection 

implemented based on Fourier transform and Discret Wavelet 

Transform (DWT) in time, frequency, and time-frequency 

domains. Pan et al. [13] presented hybrid input formats of EEG 

signals including original EEG data, Fast Fourier Transform 

(FFT), Short-Time Fourier Transform (STFT) and DWT. Then, 

different types of features are fed into CNN network with 

feature fusion for the classification EEG. Hossain et al. [14] 

applied two-dimensional (2D) convolutional neural network 

(2D-CNN) to classify spectral, spatial and temporal features of 

EEG channels, for cross-patient seizure detection. The 

proposed system consists of four layers, two max-pooling 

layers and fully connected layer. Furthermore, Alharthi et al. 

[15] used KAU dataset and the CHB-MIT dataset for data 

integration Then, the datasets are preprocessed by DWT and 

classified by the proposed algorithm which combined one-

dimensional CNN (1D-CNN) and bidirectional LSTM 

(BiLSTM) networks. 

Xu et al. [16] combined one-dimensional convolutional 

neural network with long short-term memory (1D-CNN-

LSTM) for automatic recognition of epileptic seizures. The 

raw EEG signals are pre-processed and normalized. Then, the 

combined 1D-CNN-LSTM is implemented. Mao et al. [17] 

applied Continuous Wavelet Transform (CWT) for processing 

of EEG signals. Then for classification, a comparison of three 

types of CNN is examined which are AlexNet, GoogleNet and 

the proposed CNN which is composed of three convolutional 

layers. Furthermore, Ru et al. [18] focused on data 

augmentation based on the Adversarial and Mixup Data 

Augmentation (AMDA) method. Then, 1D-CNN and gated 

recurrent unit (GRU) network and attention mechanism (AM) 

are combined (AM-1D CNN-GRU) for epilepsy detection. 

Khurshid et al. [19] proposed a deep neural network (DNN) to 

improve the performance of epileptic disease recognition. Nie 

et al. [20] established new approach based on fully-

convolutional nested long short-term memory (FC-NLSTM) 

model, and FFT for feature extraction to classify epilepsy. 

Hassan et al. [21] presented hybrid network NeuroWave-Net 

based on combination of convolutional neural networks (CNN) 

and long short-term memory (LSTM) architectures for 

neurological diagnostics. In addition, Zhang et al. [22] used 

DWT for decomposition of EEG signals, and the classification 

approach for seizure detection and prediction was 

implemented with the combination of convolutional neural 

network and gated recurrent unit-attention mechanism. Irwan 

et al. [23] used multi-segments of EEG signal and STFT to 

convert these segments into spectrograms which are passed 

through CNN as inputs for classification, and the number of 

layers is used was three layers. Malekzadeh et al. [24] used a 

band-pass filter and Tunable-Q Wavelet Transform (TQWT) 

for removal artifacts and decomposition of the EEG signals 

from Bonn and Freiburg datasets. Then, various linear and 

nonlinear features are extracted from TQWT sub-bands. For 

classification, CNN-RNN approach is investigated. 
The previous studies achieve higher accuracy for epilepsy 

classification. However, they are developed algorithms based 
on one method for processing of EEG dataset, that a small 
number of parameters are input to DL which cannot provide 
efficient information, and composed of many layers for 
learning of data [17, 23]. Other models are employed features 
in frequency domain of EEG signals which are lucking from 
patterns. Additionally, a view features and multi-inputs for DL 
are trained and tested for classification of EEG signals. 
However, it utilized many methods of processing of data and 
significantly high number of convolution layers for extraction 
of features [8, 11, 13]. These models are considered complex 
systems and need suitable methods for automatic analysis of 
EEG signals [25, 26]. On the other hand, several classifiers are 
combined that they increase the implantation time of features 
training [15, 16, 18, 22]. Thus, it is demonstrated that the CNN 
perform better than LSTM in such studies [6]. Although, 
previous works proved the usefulness of DL models for 
seizure detection, and many features extraction methods 
employed focused on improvement of classification 
performance. However, there are several works evaluated 
frameworks composed of a simple architecture of CNN, which 
processed a big data of the EEG signals through these models, 
and they can’t learn high level of data [11]. Moreover, most of 
articles in the literature review are insufficient and presented 
low accuracy. In order to overcome and outperform these 
limitations for evidence analysis of EEG signals, and to 
achieve higher accuracy of classification and detection of 
seizures. Thus, to reduce the high computational and 
complexity architecture of the previous frameworks, that need 
long time which affects the classification performance of the 
model. This work established a novel MID-CNN model to 
classify input images with a data augmentation defined by 
multi-input data (MID) which are more powerful features. 
Furthermore, the purpose of this work is to enhance the 
performance accuracy. MID is investigated by using only two 
methods such as STFT and CWT to convert EEG signals into 
time-frequency domain, that these models integrate the 
advantages of both STFT and CWT to ensure more accurate 
information in time-frequency domain and augmentation of 
data. Then, the developed deep network based on MID-CNN 
network with a minimum and optimal number of convolution 
Layers is detailed to determine the ability and robustness of 
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the model. Moreover, to prove the efficiency of this algorithm 
employing DL, it was compared with two classifiers of SVM 
including linear SVM (LSVM) and quadratic SVM (QSVM) 
that these classical classifiers of ML are based on manual 
extraction of features. The main contributions of this paper can 
be listed and presented as follows: 

(1) Two classifiers of ML were examined by using SVM 

such as LSVM and QSVM. After decomposition with DWT 

of EEG signals, different features are extracted from sub-

bands in time-frequency and nonlinear domains, and are 

classified by using LSVM and QSVM. However, this step is 

added in this study to compare the obtained results with the 

proposed algorithm and show how it can perform better than 

ML algorithms. 

(2) The new proposed MID-CNN algorithm is established 

and developed for epilepsy detection by using time-frequency 

methods. First, Short Time Fourier Transform (STFT) and 

Continuous Wavelet Transform (CWT) are applied for 

preprocess of EEG signals, and after transformation they are 

called spectrograms and scalograms. After that, these features 

will be selected and fed into MID-CNN network composed of 

two layers. 

(3) The classification approach will be then evaluated by 

implementation of many indicators that they can determine the 

performance of this work. 

The remainder paper organized as follows. Section three 

described the dataset used in this work. Then, section four 

detailed different methods and classification approach 

including the new MID-CNN model. Later, in section five, the 

obtained results are evaluated by implementation of various 

indicators and analyzed in the discussion. Finally, the paper 

concludes by conclusion in section six. 

 

 

3. MATERIALS  

 

3.1 Dataset description 

 

Bonn University dataset consists of five sets of healthy 

subjects and epileptic patients denoted by A, B, C, D, and E 

[14, 27]. Each set contains 100 single-channels of EEG 

recordings with duration of 23.6 s and 4097 of samples. All 

EEG signals were recorded with the same 128-channel 

amplifier system using an average common reference [24, 28]. 

The descriptions of this database are summarized in Table 1. 

Sets A and B were recorded from healthy subjects using 

surface EEG (Figure 1) with their eyes open and closed, 

respectively. Sets C, D and E were obtained from epileptic 

patients using intracranial EEG electrodes (Figure 2). The 

EEG signals of sets [28]. 

 

Table 1. Data set of university of Bonn [27, 28] 

 
Set Z O N F S 

Subjects Healthy Healthy Epilepsy Epilepsy Epilepsy 

EEG 

Recording 
Surface Surface Intracranial Intracranial Intracranial 

State 
Open 

eyes 

Closed 

eyes 
Interictal Interictal Seizure 

Channels 100 100 100 100 100 

Samples 4097 4097 4097 4097 4097 

Duration (s) 23.6 23.6 23.6 23.6 23.6 

 

 

 
 

Figure 1. International10-20 electrode placement system [1]. The letter (C) indicates to central lobe, the letter (F) indicates to 
frontal lobe, the letter (O) indicates occipital lobe, the letter (P) indicates to parietal lobe, the letter (T) indicates to temporal lobe, 

the letter (A) indicates anterior and the letter (z) indicates to zero [29, 30] 
 
 

 
 

Figure 2. Intracranial EEG electrode placement [27] 

4. METHODOLOGY 

 

4.1 Pre-processing 

 

In biomedical signal processing, there are different methods 

applied for pre-processing and filtering of non-stationary 

signals, that are contaminated by artifacts during acquisition 

such as EEG that it can reduce the quality of these signals. 

Most of these methods are widely used encompass Short-Time 

Fourier Transform (STFT), Continuous Wavelet Transform 

(CWT) and Discret Wavelet Transform (DWT) in time and 
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frequency domains.  

 

4.1.1 Short Time Fourier Transform (STFT) 

Short Time Fourier Transform (STFT) convert the signal 

from the time domain to the time-frequency domain. It uses a 

sliding window function that is multiplied with the signal x(t), 

and Fast Fourier Transform (FFT) is applied to find the 

spectrogram which contain characteristics in both time and 

frequency. It can be defined mathematically by Eq. (1): 

 

𝑆𝑇𝐹𝑇(𝑣, 𝑢) = ∫ 𝑥(𝑡)𝑤(𝑡 − 𝑢)𝑒−𝑗𝑣𝑡𝑑𝑡
∞

−∞
  (1) 

 

where, x is the signal, w: is the window function, and t is the 

time period. By using STFT, the spectrogram (S) of signal is 

the energy around the time-frequency (𝑣, u), and can be 

obtained by Eq. (2) [17, 23, 31]. 

 

𝑆 = |𝑆𝑇𝐹𝑇(𝑣, 𝑢)|2 (2) 

 

4.1.2 Continuous Wavelet Transform (CWT) 

The most popular method for signal processing is the 

wavelet transform (WT) contains large amount of information, 

that characterizes the EEG signals. The continuous wavelet 

transform (CWT) is defined by using mother wavelet which 

provides a list of scales of signal that can be analyzed [31]. It 

can surmount the problem of redundancy of STFT, and it has 

high temporal resolution than Fourier Transform. Other 

advantages of CWT are detailed by Mao et al. [17]. The results 

of the CWT are presented with scalograms and the mother 

wavelet (φ) can form a basis set of CWT denoted by Eq. (3) 

[23]. 

 

{𝜑𝑠,𝑢(𝑡) =
1

√𝑠
𝜑 (

𝑡−𝑢

𝑠
)} |𝑢∈𝑅,𝑠∈𝑅+  (3) 

 

where, s is the scale parameter, u is the translation parameter 

that represents the position of the wavelet along the time axis. 

The CWT of signal x(t) described by Eq. (4) [17, 28, 32, 33]. 

 

𝐶𝑊𝑇(𝑠, 𝑢) = ∫ 𝑥(𝑡)
1

√𝑠

∞

−∞
𝜑∗ (

𝑡−𝑢)

𝑠
) 𝑑𝑡  (4) 

  

4.1.3 Discret Wavelet Transform (DWT) 

CWT has some limitations related to the problem of 

redundancy, because it uses continues implementation of 

coefficients that the reconstruction of the original signal is 

expensive [34]. However, the Discret Wavelet Transform 

(DWT) characterized by non-redundancy that it uses two 

successive filters high and low pass filters. DWT decomposes 

the signal x(t) into sub-bands called approximation 

coefficients Ai(k) and detail coefficients Di(k) at ith level of 

decomposition (Figure 3), they are calculated mathematically 

by Eq. (5) and Eq. (6), respectively [22, 24].  

 

𝐴𝑖 (𝑘) = {
1

√𝑁
∑ 𝑓(𝑥). 𝜑𝑗,𝑘(𝑥)

𝑥
}  (5) 

 

𝐷𝑖(𝑘) = {
1

√𝑁
∑ 𝑓(𝑥). 𝜓𝑗,𝑘(𝑥)

𝑥
}  (6) 

 
where, Ai(k): approximation coefficients; Di(k): details 
coefficients; N: length of signal x; φ: mother wavelet function; 
ψ: scaling function. The high-pass filter (g) used the wavelet 

function j,k(x), and the low-pass filter (h) used scaling function 

j,k(x) denoted by Eq. (7) and Eq. (8), respectively [24]. 

𝜑𝑗,𝑘(𝑥) = 2𝑗 2⁄ 𝑔((2𝑗𝑥 − 𝑘) (7) 

 

𝜓𝑗,𝑘(𝑥) = 2𝑗 2⁄ ℎ((2𝑗𝑥 − 𝑘) (8) 

 

 
 

Figure 3. DWT decomposition at three levels 

 

4.2 Feature extraction 

 

This step is crucial for features extraction from different 

sub-bands after decomposition with DWT in time, frequency 

and time-frequency domains [35], and nonlinear analysis [36, 

37], for using in the classification approach [38]. These 

statistical features including mean, variance, coefficient of 

variation [39], standard deviation, Skewness, Kurtosis [40], 

max and min [36], root mean square and Renyi entropy [41, 

42]. They are determined by equations from Eq. (9) to Eq. (18). 

where, N is the length of signal x(t). 

 

(1) Mean (µ) 

 

𝜇 =
1

𝑁
∑ 𝑥𝑖

𝑁
𝑖=1   (9) 

 

(2) Variance (σ2) 

 

𝜎2 =
1

𝑁
∑ (𝑥𝑖 − 𝜇)2𝑁

𝑖=1   (10) 

 

(3) Coefficient of variation 

 

CV=
𝜎2

𝜇2 (11) 

 

(4) Standard deviation (σ) 

 

𝜎 = √
1

𝑁
∑ (𝑥𝑖 − 𝜇)2𝑁

𝑖=1   (12) 

 

(5) Skewness (sk) 

 

𝑠𝑘 =
1

𝑁
∑ (

𝑥𝑖−𝜇

𝜎
)3𝑁

𝑖=1   (13) 

 

(6) Kurtosis (kr) 

 

𝑘𝑟 =
1

𝑁
∑ (

𝑥𝑖−𝜇

𝜎
)4𝑁

𝑖=1   (14) 

 

(7) Max and min 

 

𝑚𝑎𝑥 = max [𝑥𝑁] (15) 
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𝑚𝑖𝑛 = min[𝑥𝑁] (16) 

 

(8) Root mean square (RMS) 

 

𝑅𝑀𝑆 = √
1

𝑁
∑ (𝑥𝑖)2𝑁

𝑖=1   (17) 

 

(9) Renyi entropy (REn) 

 

𝑅𝐸𝑛 =
1

1−𝑞
ln (∑ 𝑝𝑖

𝑞
)𝑁

𝑖=1   (18) 

 

where, 

 

{
0 < 𝑞 < ∞

𝑞 ≠ 1
 

 
4.3 Classification approach 
 
4.3.1 Support Vector Machine (SVM)  

Support Vector Machine (SVM) is a supervised ML 

classifier used for classification and regression tasks [43, 44]. 

It based on learning of data then classified them into different 

classes [45, 46]. Initially, it was introduced by Vapnik and 

Cortes in 1995 for binary classification, that it consists to 

separate data into two classes by planes or called support 

vectors which can be described by Eq. (19) and Eq. (20) 

 

𝑊𝑇𝑥 + 𝑏 = 1 (19) 

 

𝑊𝑇𝑥 + 𝑏 = −1 (20) 

 

where, W: positions of the hyperplane, x: data points and b take 

value of +1, -1 [47, 48]. 
The hyperplane is separated with the same distance between 

support vectors, that it requires to increase the margin width to 
obtain the optimal hyperplane [44] (Figure 4), for minimizing 
errors of misclassification. The optimal hyperplane can be 
described by Eq. (21) [46, 49, 50].  
 

𝑊𝑇𝑥 + 𝑏 = 0 (21) 

 

The margin is the minimum distance from support vectors 

separating each class to the hyperplane presented in Eq. (22) 

[51]. 

 

M=
2

||w||
 (22) 

 

 
 

Figure 4. Linear SVM [45] 

After that, the SVM was developed for multiclass and 

nonlinear data [35, 42]. Nonlinear SVM tricks to transform 

data into higher dimensional feature space based on mapping 

function (Φ) using kernel functions (Kf) [48, 49] defined in Eq. 

(23). Kernel functions are radial basis kernel function [43, 52], 

linear kernel function, polynomial and sigmoid kernel function 

[53], that used to find the hyperplane to separate data [54]. 

 

𝐾𝑓(𝑥𝑖 , 𝑥𝑗) = Φ(𝑥𝑖)𝑇Φ(𝑥𝑗) (23) 

 

4.3.2 Convolutional neural network (CNN) 

Convolutional neural network (CNN) is very used in signal 

and image analysis which is constructed of multiple and 

successive layers [1, 14]. Its structure consists of several 

convolution layers with Rectified Linear Unit (ReLU) to 

extract features, pooling layers which is widely used for 

dimensionality reduction and avoid the problem of redundancy 

in feature extraction [31, 55], thus fully connected layer, 

Softmax and output layer [56, 57].  

·Input layer 

In this paper, the input layer corresponds to the input images 

that used after selection of MID which are spectrograms and 

scalograms images.  

·Convolutional layer 

The convolution layer is used to extract features from the 

input images, it convolves the input data or from the previous 

layer by shifting a filter to produce the feature map. The 

feature map hk is determined by convolving input image (I) 

with weight filter Wk and adding the bias bk as described by Eq. 

(24): 

 

ℎ𝑖𝑗
𝑘 = 𝑓((𝑊𝑘 ∗ 𝐼)𝑖j + 𝑏𝑘)  (24) 

 

where, h: is the output of the convolution layer, f is the 

activation function, W is the weights, and b is the bias. The 

size of the feature map depends on three parameters: depth, 

stride, and padding [56, 58]. 

·Batch normalization 

Batch normalization is applied to each layer to make the 

mean zero and normalize the variance [57]. 

·Rectified Linear Unit (ReLU) Layer 

Rectified Linear Unit (ReLU) is a non-linear function that 

defined by Eq. (25) that it substitutes all negative pixel values 

in the feature map by zero with the purpose of introducing non-

linearity in the network [57].  

 

𝑓(𝑥) = 𝑚𝑎𝑥 (0, x)  (25) 

 

·Pooling layer 

The pooling layer is used to reduce data dimensionality and 

controls the overfitting. Different types of pooling operation 

are widely used including max-pooling and average-pooling 

[1]. In this work, the maxpooling layer is applied where the 

maximum value in each window is determined [57, 58].  

·Flatten layer 

The Flatten layer is used before fully connected layer to 

convert a multidimensional tensor into a one-dimensional 

tensor to facilitate its processing [58]. 

·Fully connected layer 

The fully connected layer is used after the convolutional 

layer and max-pooling layer. The purpose of the fully-

connected layer is to use these features for classifying the input 

image into various classes based on the training dataset [56, 
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57]. 

·Output layer 

The output layer used to show the classification results that 

it predicts different classes based on the features obtained from 

the fully-connected layer [8]. The two of the most widely used 

activation functions for classification are Softmax and sigmoid 

functions. In this study, Softmax which is used as an activation 

function [56], that the range values of Softmax is between 

(0,1). The mathematical equation of Softmax is defined by Eq. 

(26) [59].  

 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖)
𝑒𝑥𝑖

∑ 𝑒𝑥𝑘𝐾
𝑘=1

  (26) 

 

where, x input and i=1, …, k. 

Softmax provides more effective results for binary and 

multiclass classification. Each class presented by probabilities 

as outputs and the highest probability value can be considered 

as the output that each class gives the best prediction [7]. 

 

4.4 Proposed framework 
 

The objective of this work is to develop and build an 

accurate, robust and reliable framework for epileptic disease 

detection using deep learning in EEG signals. Thus, it will be 

compared with machine learning technique including two types 

of SVM classifiers.  

 

4.4.1 Classification with SVM  

In the first stage, DWT is applied to decompose EEG signals 

into different sub-bands. Then, statistical features are extracted 

in time-frequency domain from these subbands. After that, two 

models of SVM are applied for classification process including 

linear SVM (LSVM) and quadratic SVM (QSVM). The bloc 

the framework is illustrated in Figure 5. 

 

4.4.2 Classification with MID-CNN model  

In the second stage, a proposed MID-CNN model of deep 

learning is examined. Before that, the EEG signals are 

processed and converted to different spectrogram and 

scalogram images by using STFT and CWT, respectively 

defined by multi-input data (MID). After that, the selected 

images of MID with dimensions of 228x228x3 are input to the 

MID-CNN network for extraction features and classification. 

The bloc diagram of the proposed model is shown in Figure 6. 

The MID-CNN model composed of two layers C1 and C2 with 

one convolutional layer (Conv1 and Conv2) in each layer, 

followed by a batch normalization (BN), Rectified Linear Unit 

(ReLU), and max pooling (MP) layers. The first convolutional 

layer used 16 filters with kernel dimensions of 5×5, and the 

second employed 32 filters with kernel dimensions of 3×3. 

Batch normalization is applied to each layer to make the mean 

zero and normalize the variance. For the next layer, ReLU have 

been used as an activation function which it has a faster 

execution time when compared to the tanh and sigmoid 

activation function. Then, this is followed by max pooling 

layers with dimensions of 2 ×2, to mitigate overfitting of the 

dimension of each feature map and effectively reducing its 

spatial dimensions that the MP layers down sampling data with 

a pooling size of 2. Then, a flatten layer (FL), one fully 

connected (FC) layer, and a Softmax output layer are used. 

After the flattening process, the fully connected layer 

comprising 128 units that is used for dimensionality reduction. 

Different names and types of MID-CNN layers is presented in 

Table 2, and parameters of the configuration is detailed in 

Table 3. Subsequently, this model is simple which required 

only in their architecture two layers compared with other 

algorithms that they used more layers. Thus, the convolution 

layers used for this network used minimum number of filters. 

The CNN component effectively extracts spatial features from 

the images input data. Moreover, this approach based on MID-

CNN network and augmentation of data collecting with MID 

input images ensures that this model reaches with an optimal 

performance level. 

 

4.4.3 Training and validation 

The most common measure of success in deep learning is the 

accuracy that the mean purpose is how many of the objects in 

the data set were correctly classified. The splitting of training 

and testing in this paper is used by 90% for training and 10% 

for testing. A more advanced set of validation techniques 

known as cross-validation is employed and known as k-fold 

cross-validation. To select a value of k, the advantage of higher 

values is obvious that retaining more data for training. In this 

work, 10-fold cross-validation is used. However, the common 

disadvantage is that higher values of k significantly increase the 

time required for training, and associated with higher variance 

of the accuracy estimated [28, 31]. 

 

Table 2. Architecture of the proposed MID-CNN 

 
Layers Type of layers 

MID Input images (228×228×3) 

C1 

Conv1(5,16) 
BN 

ReLU 
MP (2,2) 

C2 

Conv1(3,32) 
BN 

ReLU 
MP (2,2) 

FL Flatten 
FC Fully connected 

Output Softmax 

 

Table 3. Parameters of the configuration [22] 

 
Parameters Number 

Optimization function Adam 

Epochs 100 

Batch size 6 

Learning period 5 

Learning rate 0.001 

 

4.5 Performance evaluation 

 

The performance evaluation provides the effectiveness of 

classification approach by computation of statistical 

parameters defined by accuracy (ACC), sensitivity or recall 

(SEN), specificity (SPE), precision (PRE) and F1-score (FSC) 

which are implemented and defined by Eq. (27), Eq. (28), Eq. 

(29), Eq. (30) and Eq. (31), respectively [23, 26, 41]. 

 

𝐴𝐶𝐶 =
TP+TN

TP+TN+FP+FN
 (%)  (27) 

 

𝑆𝐸𝑁 (𝑟𝑒𝑐𝑎𝑙𝑙) =
TP

TP+FN
 (%)  (28) 

 

𝑆𝑃𝐸 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (%)  (29) 
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𝑃𝑅𝐸 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
×100  (30) 

 

𝐹𝑆𝐶 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
  (31) 

where, TP: true positive, FN: False negative, TN: True 

negative, FP: False positive. 

 

 

 

 
 

Figure 5. ML learning for EEG classification using SVM 

 

  
 

Figure 6. Proposed MID-CNN model 

 

5. RESULTS AND DISCUSION 

 

5.1 Experimental results 

 

In this paper, the dataset of University of Bonn is used to 

evaluate this work. The first step consists to pre-process the 

EEG database by using DWT to decompose the EEG signals 

into subbands using Daubechies 4 (db4) at eight level of 

decomposition. Then, various features are extracted from the 

sub bands and classified with LSVM and QSVM. The results 

of classification process are showed in Table 4 and Table 5. 

Figure 7 and Figure 8 represent the histograms of the 

classification results with SVM classifiers. 

After that, the STFT and CWT methods are applied to 

convert EEG data into images defined by MID that contain all 

characteristics of signals in time and frequency domain. Then, 

these images will be input in the first convolutional layer 

collected of 228×228×3 image’s dimensions. They will be 

passed through two convolution layers with two Bach 

normalization layers, ReLU layers and max-pooling layers. 

Then, they are followed by a flatten layer, fully connected 

layer and Softmax of activation function that the output layer 

makes the final decision of the classification process. However, 

this work used another type of networks and experiments 

which are similar, but the number of layers is different that the 

system is examined with one, two, three and four layers. This 

procedure is evaluated to demonstrate the efficacity of using 

two layers which is an optimal value for training of MID. After 

using STFT and CWT and classification by CNN, the obtained 

results of these networks are showed in Tables 6-9. Thus, the 

Figures 9-12 represent the histograms of proposed CNN 

algorithms compared with different layers, respectively. The 

classification of signals through extracted features by operator 

is powerful method in detection of epilepsy such the SVM 

classifiers. Meanwhile, the application of deep learning by 

using the proposed algorithm to classify images data 

spectrograms and scalograms corresponds to MID features 

yields better results than SVM. Moreover, Table 10 represents 
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the outline of the comparison accuracies by using SVM and 

different MID-CNN networks. Therefore, Figure 13 represents 

histogram of accuracy of all classifiers in this study. It 

demonstrates the effectiveness of application of proposed 

MID-CNN network presented in this work that it can perform 

better with high accuracy. Finally, the comparison with other 

works in the literature review are presented in the Table 11, 

thus Figure 14 illustrates obtained results compared with other 

works, which it has higher performance by using new MID-

CNN model.  

 

Table 4. Results of the classification approach by linear 

SVM (LSVM) 
 

Case 
ACC 

(%) 

SEN 

(%) 

SPE 

(%) 

PRE 

(%) 

FSC 

(%) 

A/E 99 100 98 100 98.98 

A/D 88.5 84.6 93.2 83 87.8 

A/D/E 86.7 89.5 81.0 79.4 80.19 

 

Table 5. Results of the classification approach by quadratic 

SVM (QSVM) 

 

Case 
ACC 

(%) 

SEN 

(%) 

SPE 

(%) 

PRE 

(%) 

FSC 

(%) 

A/E 99.5 100 99 100 99.49 

A/D 89.5 87.6 91.5 87 89.19 

A/D/E 89.7 92.5 84.8 84.9 84.85 

 

Table 6. Results of the classification approach by CNN with 

1 layer (MID-CNN -1L) 

 

Case 
ACC 

(%) 

SEN 

(%) 

SPE 

(%) 

PRE 

(%) 

FSC 

(%) 

A/E 98.8 100 97.5 97.6 98.84 

A/D 94.23 96.9 91.5 92 94.39 

A/D/E 95.8 98.33 93.33 93.7 95.96 

 

Table 7. Results of the classification approach with CNN 

with 2 layers (MID-CNN -2L) 

 

Case 
ACC 

(%) 

SEN 

(%) 

SPE 

(%) 

PRE 

(%) 

FSC 

(%) 

A/E 100 100 100 100 100 

A/D 95 100 90 90.9 95.23 

A/D/E 98.3 95.2 100 100 97.54 

 

Table 8. Results of the classification approach with CNN 

with 3 layers (MID-CNN -3L) 

 

Case 
ACC 

(%) 

SEN 

(%) 

SPE 

(%) 

PRE 

(%) 

FSC 

(%) 

A/E 95 97.5 92.5 92.9 95.14 

A/D 92.5 95 90 90.05 92.46 

A/D/E 96.7 90.9 100 100 95.23 

 

Table 9. Results of the classification approach with CNN 

with 4 layers (MID-CNN -4L) 

 

Case 
ACC 

(%) 

SEN 

(%) 

SPE 

(%) 

PRE 

(%) 

FSC 

(%) 

A/E 97.5 97.5 97.5 97.5 97.5 

A/D 91.25 95 87.5 88.37 91.57 

A/D/E 93.3 95 97.5 95 95 

 

 
 

Figure 7. Histograms of the classification results by linear 

SVM (LSVM) 

 

 
 

Figure 8. Histogram of the classification results by quadratic 

SVM (QSVM) 

 

 
 

Figure 9. Histogram of the classification results by CNN 

with one layer (MID -CNN -1L) 

 

 
 

Figure 10. Histogram of the classification results by CNN 

with two layers (MID-CNN -2L) 
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Figure 11. Histogram of the classification results by CNN 

with three layers (MID-CNN -3L) 

 

 
 

Figure 12. Histogram of the classification results by CNN 

with four layers (MID-CNN-4L) 

 

 
 

Figure 13. Comparison of the classification accuracy using 

LSVM, QSVM and different MID-CNN networks 

 

Table 10. Comparison of the classification accuracy by using 

SVM and different MID-CNN networks 

 
Case A/E A/D A/D/E 

LSVM 99 88.5 86.7 

QSVM 99.5 89.5 89.7 

MID-CNN-1L 98.8 94.23 95.8 

MID-CNN-2L 100 95 98.3 

MID-CNN-3L 95 92.5 96.7 

MID-CNN-4L 97.5 91.25 93.3 

 

5.2 Discussion 

 

This study introduces the automatic epileptic discharges 

identification that a novel DL algorithm is developed focused 

on MID and CNN network. It evaluated with Bonn University 

dataset. Furthermore, it compared with two types SVM 

classifiers to demonstrate their effectiveness and robustness. 

According to the results in tables from Table 4 to Table 10, five 

indicators are implemented by following the mathematics 

equations presented in section 4 which are the accuracy, 

sensitivity, specificity, precision and F1-score. On the three 

tasks, the accuracy of the proposed model is higher by using 

proposed network with two layers than others. Firstly, DWT 

utilized to decompose EEG signals and ensures resulting 

subbands which are undergo to extract statical features in time 

frequency domains. Then, the extracted features are classified 

using two types of ML including LSVM and QSVM classifiers 

which are realized to compare them with the proposed method 

in order to test the superiority of the proposed model. The 

second analysis experiment propose new model using MID and 

CNN to further improve the accuracy of classification and 

detection of seizures. The training and testing data sets are 

splitting in 90% for training and 10 % for testing by using 10-

fold cross validation. 

In the other hand, from the results presented Table 4, the 

performance using LSVM is 99%, 88.5% and 86.7% for 

accuracy, in three cases, respectively. The sensitivity is 100%, 

84.6% and 89.5% in three cases, respectively. Thus, the 

specificity reached of 98%, 93.2%, 81% in three cases, 

respectively. In the other hand, the precision is 100%, 83% and 

79.4% in three cases, respectively, and F1-score is 98.98%, 

87.8% and 80.19% in three cases, respectively. The accuracy is 

99.5%, 89.5% and 89.7% in three cases, respectively by 

applying QSVM classifier which are presented in Table 5. Then, 

the sensitivity and the specificity are 100% and 99%, 87.6% 

and 91.5%, and 92.5% and 84.8% in three cases, respectively. 

Therefore, higher performance achieved of 100% and 99.49%, 

87% and 89.19%, 84.9% and 84.85% respectively for precision 

and F1-score in three cases. 

For MID-CNN-1L network as showing in Table 6, it is found 

from that the accuracy attained 98.8%, 94.23% and 95.8% in 

all cases, respectively. Hence, the sensitivity is 100%, 96.9% 

and 98.33% in three cases, respectively, and the specificity is 

97.5%, 91.5% and 93.33%. The precision attained of 97.6%, 

92% and 93.7%, thus F1-score are 98.84%, 94.39% and 

95.96% in all cases. However, the best results illustrated in 

Table 7 demonstrate higher performance by using proposed 

MID-CNN-2L which reached of 100%, 95% and 98.3% for 

accuracy, in three cases, respectively. Thus, the sensitivity and 

the specificity are 100% in case of A/E, and in the second and 

third cases (A/D, A/D/E), they present higher sensitivity of 

100% and 90%, and the specificity of 95.2% and 100%, 

respectively. Moreover, the precision and F1-score are 100% 

in first case. The results achieved 90.9% and 95.23% for the 

precision, 100% and 97.54% for F1-score, in the second and 

third cases (A/D, A/D/E), respectively. From Table 8, the 

performance by using MID-CNN-3L achieved 95%, 92.5% 

and 96.7% for accuracy, in three cases, respectively. The 

sensitivity is 97.5%, 95% and 90.9% in all cases, respectively. 

In the first case, the specificity, the precision and F1-score are 

92.5%, 92.9% and 95.14% respectively. In the second case, 

they are 90%, 90.05% and 92.46%, respectively. In the third 

case, the specificity and precision are of 100% for both 

parameters, and F1-score is 95.23%. Additionally, the obtained 

results by using MID-CNN-4L which are presented in Table 9, 

the accuracy, sensitivity and specificity are 97.5%, 97.5% and 

97.5%, respectively in the first case. Thus, for the second case, 
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they are 91.25%, 95% and 87.5%, respectively. For, the third 

case, they are 93.3%, and 95% and 97.5%, respectively. 

Finally, the precision and F1-score present performance of 

97.5% and 97.5%, 88.37% and 91.57%, for the first and the 

second cases, respectively, then, both parameters are of 95% 

for the third case. 

According to the obtained results of accuracy summarized 

in Table 10, it is demonstrated that the number of two layers 

is optimal and effective based on MID for seizure 

identification, and the accuracy of the proposed model reaches 

100% in case of A/E that is higher than others. On the other 

hand, the best accuracy of 95 % and 98.3% achieved by the 

developed network on the other cases, compared with LSVM 

and QSVM for different classification tasks to distinguish 

between healthy, interictal and ictal subjects and the 

identification of epileptic discharges is verified by using EEG 

signals. 

 

Table 11. Comparison with other works 

 
Authors Methods Classifiers Number of Layers Dataset ACC (%) 

Aliyu et al. [6] DWT LSTM 1 Bonn 99 

Dhar et al. [8] LBP, EMD, FFT, DWT 
MultiSVM 

CNN-RNN 
3 Bonn 

67.20 

93.30 

Sun et al. [11] Multi-view features MDFLN 3 
CHB-MIT 

Bonn 
98.09 

98.4 
Boonyakitanont et al. 

[12] 
DWT 

ANN 

CNN 
7 

6 
CHB-MIT 

98.62 

99.07 

Pan et al. [13] 
FT, STFT, DWT 

feature fusion 
CNN 4 Bonn 99.08 

Hossain et al. [14] 
spectral, temporal 

features 
CNN 4 CHB-MIT 99.65 

Alharthi et al. [15] DWT 1D-CNN Bi-LSTM 3 CHB-MIT 96.87 
Xu et al. [16] Normalization 1D CNN-LSTM 4 UCI 99.39 

Mao et al. [17] CWT CNN 3 UCI 72.49 
Ru et al. [18] AMDA AM-1D CNN-GRU 13 CHB-MIT 96.06 

Khurshid et al. [19] Data cleaning DNN 3 KAGGLE 97 
Nie et al. [20] FFT NLSTM 3 Bonn 99.62 

Hassan et al. [21] Dataset preparation 1D CNN-LSTM 7 Bonn 99.48 

Zhang et al. [22] DWT CNN-GRU-AM 2 CHB-MIT 99.35 
Irwan et al. [23] STFT CNN 3 Bonn 100 

Malekzadeh et al. [24] Band-pass filter TQWT CNN-RNN 3 
Bonn 

Freiburg 

99.71  

99.13 

This Work STFT, CWT MID-CNN 2 Bonn 100 

 

 
 

Figure 14. Comparison of the accuracy in this work with others 

 

The obtained results for the proposed model are acceptable, 

and it is also efficient in the identification of epileptic seizures 

in EEG signals, since it has been proven that there is an 

improvement of performance when comparing with existing 

literature review presented in Table 11. Aliyu and Lim [6] 

applied DWT and a simple LSTM network in the same dataset 

of university of Bonn, and they are obtained accuracy of 99%. 

Moreover, Dhar et al. [8] compared between MultiSVM and 

CNN-RNN by using LBP, EMD, FFT, and DWT, then they 

obtained accuracies of 67.20% and 93.30% for multiSVM and 
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proposed CNN-RNN. It is demonstrated that these results are 

less than obtained by comparison with the proposed network. 

They used many methods for training here only two methods. 

Thus, the input data are both of two methods STFT and CWT 

with CNN and compared with two types SVM classifiers. It 

has proved the powerful of using the proposed algorithm 

according to their performance which presents best 

classification results and accuracy of 100% compared with the 

previous works.  

Boonyakitanont et al. [12] used DWT and comparison 

between ANN and CNN they are validated their results by 

applying CHBMIT dataset, the obtained results present higher 

accuracies for ANN are 98.62% and for CNN is 99.07% of 

accuracy, but in this work results perform better. Pan et al. [13] 

used original EEG data, Fourier Transform, STFT and WT 

with CNN, they obtained an accuracy of 99.08%. 

Hossain et al. [14] used spectral, temporal features with 

CNN in Boston Children's Hospital dataset, however they are 

used more layers and results are 99.65 % which is less than in 

this work. In the study by Alharthi et al. [15], a Data 

integration with DWT and a proposed hybrid 1D-CNN Bi-

LSTM is established and evaluated by application of dataset 

of CHBMIT, they are obtained as results an average accuracy 

of 96.87%. In other study by Xu et al. [16], a Normalization 

for processing of EEG datasets and 1D-CNN-LSTM network 

is proposed for classification. They utilized four layers in their 

network and that obtained better results 99.39% of accuracy 

for binary epileptic seizure recognition task by applying UCI 

dataset. The application of CWT for processing of EEG 

signals is applied with CNN network which contain 3 layers 

that it increases implementation of data, and they are obtained 

accuracy of 72.49% which is less than this work in dataset of 

UCI [17]. The authors showed the usefulness of using STFT 

and CNN [23]. The results in this paper achieving accuracy of 

100%, however they are used much of layers [21], thus STFT 

due to the transformation from time to time-frequency domain, 

may result in information loss. However, in this work, a 

combination of STFT and CWT can outperform the issue 

related to the STFT by combining with CWT that encompass 

EEG patters in time and frequency domains simultaneously 

and thus augmentation of data with only two layers of CNN 

which can simplify faster extract features of MID. 

Researches on EEG signals classification tends to use 

complex networks with much of input data that increase 

learning time However, this work uses two layers of CNN 

effectively avoid the time-consuming feature extraction 

process. The CNN can potentially learn features without 

traditional feature extraction processes compared with ML 

classifiers. Moreover, the CNN based on MID which prove the 

strong potential in learning of spatial features. It achieves the 

highest classification performance and it successfully verified. 

Finally, the new MID-CNN proposed the It has a promising 

ability for identification of epileptic discharges and could 

provide effective performance. It can be used for multi-

classification problems can also train effective models instead 

binary classification problems. In other hand, the proposed 

network can be used in classification for other dataset to 

distinguish between different tasks. 

 

 

6. CONCLUSIONS 

 

In this paper, a new algorithm is developed for automatic 

detection of epileptic seizures that the main objective is to use 

deep learning and how it can provide the better results in the 

classification approach. The proposed convolution neural 

network (CNN) model with combination of STFT and CWT 

spectrograms and scalograms defined as MID achieves an 

improvement of performance previous researches. Thus, here 

the dataset of University of Bonn is applied to evaluate this 

work between different tasks such as healthy, interictal and 

ictal subjects. The results showed higher accuracies of 100% 

to distinguish between normal and epileptic patients which 

demonstrates the useful of this algorithm. As conclusion, the 

classification of EEG signals through extracted features by 

operator is powerful method with ML in detection of epilepsy, 

meanwhile, the application of deep learning by using the 

proposed algorithm MID-CNN to classify images data yields 
better results than SVM. SVM perform better meanwhile DL 

increase the performance.  

The limitations of this work that the number of layers of 

convolution and finding the optimal types of filters (kernels) 

used in CNN are determined by experience for the best results 

obtained. For future works, to improve the automatic 

classification approach, this method will used in another 

dataset and in other pathology detection thus other fields of 

research studies.  

 

 

ACKNOWLEDGMENT 

 

This work is supported by the Directorate General of 

Scientific Research and Technological Development 

(DGSRTD, URL: www.dgrsdt.dz, Algeria). 

 

 

REFERENCES  

 

[1] Yousef, R.T. (2017). Motor imagery EEG signal 

classification using deep learning for brain computer 

interfaces. Doctor thesis of philosophy in Biomedical 

Engineering. Middle East Technical University. 

https://www.proquest.com/openview/e5ad0289b853a15

e6f7ea5101997627c/1?pq-

origsite=gscholar&cbl=2026366&diss=y. 

[2] Alotaiby, T.N., Alshebeili, S.A., Alshawi, T., Ahmad, I., 

Abd El-Samie, F.E. (2014). EEG seizure detection and 

prediction algorithms: A survey. EURASIP Journal on 

Advances in Signal Processing, 2014: 183. 

https://doi.org/10.1186/1687-6180-2014-183 

[3] Zhang, R.J. (2021). Epileptic seizure detection and 

prediction based on EEG signal analysis. University Of 

Turku, Master's Thesis in Technology. 

https://www.utupub.fi/bitstream/handle/10024/153110/

Epileptic%20seizure%20detection%20and%20predictio

n%20based%20on%20EEG%20signal.pdf?sequence=1. 

[4] Ahmad, I., Wang, X., Zhu, M., Wang, C., Pi, Y., Khan, 

J.A., Samuel, O.W., Chen, S., Li, G. (2022). EEG-Based 

epileptic seizure detection via machine/deep learning 

approaches: A systematic review. Computational 

Intelligence and Neuroscience, 2022(1): 6486570. 

https://doi.org/10.1155/2022/6486570 

[5] Wang, X., Wang, X., Liu, W., Chang, Z., Kärkkäinen, T., 

Cong, F. (2021). One dimensional convolutional neural 

networks for seizure onset detection using long-term 

scalp and intracranial EEG. Neurocomputing, 459: 212-

222. https://doi.org/10.1016/j.neucom.2021.06.048 

[6] Aliyu, I., Lim, C.G. (2023). Selection of optimal wavelet 

163



 

features for epileptic EEG signal classification with 

LSTM. Neural Computing and Applications, 35: 1077-

1097. https://doi.org/10.1007/s00521-020-05666-0 

[7] Zaid, Y., Sah, M., Direkoglu, C. (2023). Pre-processed 

and combined EEG data for epileptic seizure 

classification using deep learning. Biomedical Signal 

Processing and Control, 84: 104738. 

https://doi.org/10.1016/j.bspc.2023.104738 

[8] Dhar, P., Garg, V.K., Rahman, M.A. (2022). Enhanced 

feature extraction-based CNN approach for epileptic 

seizure detection from EEG signals. Journal of 

Healthcare Engineering, 2022(1): 3491828. 

https://doi.org/10.1155/2022/3491828 

[9] Nafea, M.S., Ismail, Z.H. (2022). Supervised machine 

learning and deep learning techniques for epileptic 

seizure recognition using EEG signals-A systematic 

literature review. Bioengineering, 9(12): 781. 

https://doi.org/10.3390/bioengineering9120781 

[10] Esmaeilpour, A., Tabarestani, S.S., Niazi, A. (2024). 

Deep learning-based seizure prediction using EEG 

signals: A comparative analysis of classification methods 

on the CHB-MIT dataset. Engineering Reports, 6(11): 

e12918. https://doi.org/10.1002/eng2.12918 

[11] Sun, Q., Liu, Y., Li, S. (2024). Automatic seizure 

detection using multi-input deep feature learning 

networks for EEG signals. Journal of Sensors, 2024(1): 

8835396. https://doi.org/10.1155/2024/8835396 

[12] Boonyakitanont, P., Lek-Uthai, A., Chomtho, K., 

Songsiri, J. (2019). A comparison of deep neural 

networks for seizure detection in EEG signals. BioRxiv, 

702654. https://doi.org/10.1101/702654 

[13] Pan, Y., Zhou, X., Dong, F., Wu, J., Xu, Y., Zheng, S. 

(2022). Epileptic seizure detection with hybrid time-

frequency EEG input: A deep learning approach. 

Computational and Mathematical Methods in Medicine, 

2022(1): 8724536. 

https://doi.org/10.1155/2022/8724536 

[14] Hossain, M.S., Amin, S.U., Alsulaiman, M., Muhammad, 

G. (2019). Applying deep learning for epilepsy seizure 

detection and brain mapping visualization. ACM 

Transactions on Multimedia Computing, 

Communications, and Applications (TOMM), 15(1s): 1-

17. https://doi.org/10.1145/3241056 

[15] Alharthi, M.K., Moria, K.M., Alghazzawi, D.M., Tayeb, 

H.O. (2022). Epileptic disorder detection of seizures 

using EEG signals. Sensors, 22(17): 6592. 

https://doi.org/10.3390/s22176592 

[16] Xu, G., Ren, T., Chen, Y., Che, W. (2020). A one-

dimensional CNN-LSTM model for epileptic seizure 

recognition using EEG signal analysis. Frontiers in 

Neuroscience, 14: 578126. 

https://doi.org/10.3389/fnins.2020.578126 

[17] Mao, W.L., Fathurrahman, H.I.K., Lee, Y., Chang, T.W. 

(2020). EEG dataset classification using CNN method. 

Journal of Physics: Conference Series, 1456(1): 012017. 

https://doi.org/10.1088/1742-6596/1456/1/012017 

[18] Ru, Y., Wei, Z., An, G., Chen, H. (2024). Combining 

data augmentation and deep learning for improved 

epilepsy detection. Frontiers in Neurology, 15: 1378076. 

https://doi.org/10.3389/fneur.2024.1378076 

[19] Khurshid, D., Wahid, F., Ali, S., Gumaei, A.H., Alzanin, 

S.M., Mosleh, M.A. (2024). A deep neural network-

based approach for seizure activity recognition of 

epilepsy sufferers. Frontiers in Medicine, 11: 1405848. 

https://doi.org/10.3389/fmed.2024.1405848 

[20] Nie, J., Shu, H., Wu, F. (2024). An epilepsy classification 

based on FFT and fully convolutional neural network 

nested LSTM. Frontiers in Neuroscience, 18: 1436619. 

https://doi.org/10.3389/fnins.2024.1436619 

[21] Hassan, M. M., Haque, R., Shariful Islam, S.M., Meshref, 

H., Alroobaea, R., Masud, M., Bairagi, A.K. (2024). 

NeuroWave-Net: Enhancing epileptic seizure detection 

from EEG brain signals via advanced convolutional and 

long short-term memory networks. AIMS 

Bioengineering, 11(1): 85–109. 

https://doi.org/10.3934/bioeng.2024006 

[22] Zhang, J., Zheng, S., Chen, W., Du, G., Fu, Q., Jiang, H. 

(2024). A scheme combining feature fusion and hybrid 

deep learning models for epileptic seizure detection and 

prediction. Scientific Reports, 14(1): 16916. 

https://doi.org/10.1038/s41598-024-67855-4 

[23] Irwan S.B., Adrianto, Y., Sensusiati, A.D., Wulandari, 

D.P., Purnama, I. (2021). Epileptic EEG signal 

classification using convolutional neural network based 

on multi-segment of EEG signal. International Journal of 

Intelligent Engineering and Systems, 14(3): 160-176. 

https://doi.org/10.22266/ijies2021.0630.15 

[24] Malekzadeh, A., Zare, A., Yaghoobi, M., Kobravi, H.R., 

Alizadehsani, R. (2021). Epileptic seizures detection in 

EEG signals using fusion handcrafted and deep learning 

features. Sensors, 21(22): 7710. 

https://doi.org/10.3390/s21227710 

[25] Zhou, M., Tian, C., Cao, R., Wang, B., Niu, Y., Hu, T., 

Guo, H., Xiang, J. (2018). Epileptic seizure detection 

based on EEG signals and CNN. Frontiers in 

Neuroinformatics, 12: 95. 

https://doi.org/10.3389/fninf.2018.00095 

[26] Acharya, U.R., Oh, S.L., Hagiwara, Y., Tan, J.H., Adeli, 

H. (2018). Deep convolutional neural network for the 

automated detection and diagnosis of seizure using EEG 

signals. Computers in Biology and Medicine, 100: 270-

278. https://doi.org/10.1016/j.compbiomed.2017.09.017 

[27] Andrzejak, R.G., Lehnertz, K., Mormann, F., Rieke, C., 

David, P., Elger, C.E. (2001). Indications of nonlinear 

deterministic and finite-dimensional structures in time 

series of brain electrical activity: Dependence on 

recording region and brain state. Physical Review E, 

64(6): 061907. 

https://doi.org/10.1103/PhysRevE.64.061907 

[28] Nabil, D., Benali, R., Reguig, F.B. (2020). Epileptic 

seizure recognition using EEG wavelet decomposition 

based on nonlinear and statistical features with support 

vector machine classification. Biomedical 

Engineering/Biomedizinische Technik, 65(2): 133-148. 

https://doi.org/10.1515/bmt-2018-0246 

[29] Ozaltin, O., Yeniay, O. (2023). A novel proposed CNN–

SVM architecture for ECG scalograms classification. 

Soft Computing, 27(8): 4639-4658. 

https://doi.org/10.1007/s00500-022-07729-x 

[30] Auria, L., Moro, R.A. (2008). Support vector machines 

(SVM) as a technique for solvency analysis. DIW 

Discussion Papers. No. 811, Deutschers Institute für 

Wirtschaftsforschung (DIW), Berlin. 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=14

24949. 

[31] Eltvik, A. (2018). Deep learning for the classification of 

EEG time-frequency representations. Master thesis of 

Science in Cybernetics and Robotics. Department of 

164



 

Engineering Cybernetics, Norwegian University of 

Science and Technology. 

http://hdl.handle.net/11250/2566519. 

[32] Nabil, D., Reguig, F.B. (2015). Ectopic beats detection 

and correction methods: A review. Biomedical Signal 

Processing and Control, 18: 228-244. 

https://doi.org/10.1016/j.bspc.2015.01.008 

[33] Ozaltin, O., Yeniay, O. (2023). A novel proposed CNN–

SVM architecture for ECG scalograms classification. 

Soft Computing, 27(8): 4639-4658. 

https://doi.org/10.1007/s00500-022-07729-x 

[34]  Subasi, A., Gursoy, M.I. (2010). EEG signal 

classification using PCA, ICA, LDA and support vector 

machines. Expert Systems with Applications, 37(12): 

8659-8666. https://doi.org/10.1016/j.eswa.2010.06.065 

[35] Saminu, S., Xu, G., Shuai, Z., Abd El Kader, I., Jabire, 

A.H., Ahmed, Y.K., Karaye, I.A., Ahmad, I.S. (2021). A 

recent investigation on detection and classification of 

epileptic seizure techniques using EEG signal. Brain 

sciences, 11(5): 668. 

https://doi.org/10.3390/app12104879 

[36] Guler, I., Ubeyli, E.D. (2007). Multiclass support vector 

machines for EEG-signals classification. IEEE 

Transactions on Information Technology in Biomedicine, 

11(2): 117-126. 

https://doi.org/10.1109/TITB.2006.879600 

[37] Zabihi, M., Kiranyaz, S., Ince, T., Gabbouj, M. (2013). 

Patient-specific epileptic seizure detection in long-term 

EEG recording in paediatric patients with intractable 

seizures. In IET Intelligent Signal Processing Conference 

2013 (ISP 2013), pp. 7-P06. 

https://doi.org/10.1049/cp.2013.2060 

[38] Jana, G.C., Agrawal, A., Pattnaik, P.K., Sain, M. (2022). 

DWT-EMD feature level fusion based approach over 

multi and single channel EEG signals for seizure 

detection. Diagnostics, 12(2): 324. 

https://doi.org/10.3390/diagnostics12020324 

[39] Li, S., Zhou, W., Yuan, Q., Geng, S., Cai, D. (2013). 

Feature extraction and recognition of ictal EEG using 

EMD and SVM. Computers in Biology and Medicine, 

43(7): 807-816. 

https://doi.org/10.1016/j.compbiomed.2013.04.002 

[40] Deo, A., Pandey, I., Khan, S.S., Mandlik, A., Doohan, 

N.V., Panchal, B. (2024). Deep learning-based red blood 

cell classification for sickle cell anemia diagnosis using 

hybrid CNN-LSTM model. Traitement du Signal, 41(3): 

1293-1301. https://doi.org/10.18280/ts.410318 

[41]  Ghezala, C., Radhwane, B. (2024). Ictal onset zone 

localization by using ECOG signals. Studies in 

Engineering and Exact Sciences, 5(2): e11662-e11662. 

https://doi.org/10.54021/seesv5n2-658 

[42] Baez, J.C. (2022). Rényi entropy and free energy. 

Entropy, 24(5): 706. https://doi.org/10.3390/e24050706 

[43] Christine, R., Sandy, K.L. (2019). Machine learning 

methods for EEG-based epileptic seizure detection. 

Royal Institute of Technology School of Electrical 

Engineering and Computer Science. https://www.diva-

portal.org/smash/record.jsf?pid=diva2%3A1352708&ds

wid=-8980. 

[44] El Bahy, M.M., Hosny, M., Mohamed, W.A., Ibrahim, S. 

(2017). EEG signal classification using neural network 

and support vector machine in brain computer interface. 

In Proceedings of the International Conference on 

Advanced Intelligent Systems and Informatics 2016, pp. 

246-256. https://doi.org/10.1007/978-3-319-48308-5_24 

[45] Cortes, C., Vapnik, V. (1995) Support-vector networks. 

Machine Learning, 20: 273-297. 

https://doi.org/10.1007/BF00994018 

[46] Moustafa, M.Z., Mohammed, M.R., Khater, H.A., Yahia, 

H.A. (2020). Building a bi-objective quadratic 

programming model for the support vector machine. In 

8th International Conference on Artificial Intelligence, 

Soft Computing (AISC 2020), pp. 91-97. 

https://doi.org/10.5121/csit.2020.100208 

[47] Attia, A., Moussaoui, A., Chahir, Y. (2021). Epileptic 

seizures identification with autoregressive model and 

firefly optimization-based classification. Evolving 

Systems, 12: 827-836. https://doi.org/10.1007/s12530-

019-09319-z 

[48] Bhuvaneswari, P., Kumar, J.S. (2013). Support vector 

machine technique for EEG signals. International Journal 

of Computer Applications, 63(13): 1-5. 

https://www.researchgate.net/profile/J-

Satheeshkumar/publication/258789835_Support_Vector

_Machine_Technique_for_EEG_Signals/links/56f28b69

08ae354d162af319/Support-Vector-Machine-

Technique-for-EEG-Signals.pdf. 

[49] Chekhmane, G., Benali, R. (2022). EEG signals analysis 

using SVM and MLPNN classifiers for epilepsy 

detection. In 2022 5th International Symposium on 

Informatics and its Applications (ISIA), M'sila, Algeria, 

pp. 1-6. 

https://doi.org/10.1109/ISIA55826.2022.9993577 

[50] Toulni, Y., Nsiri, B., Drissi, T.B. (2023). ECG signal 

classification using DWT, MFCC and SVM classifier. 

Traitement du Signal, 40(1): 335-342. 

https://doi.org/10.18280/ts.400133 

[51] Fletcher, T. (2009). Support vector machines explained. 

Tutorial paper, 1118: 1-19.  

[52] Amin, H.U., Mumtaz, W., Subhani, A.R., Saad, M.N. M., 

Malik, A.S. (2017). Classification of EEG signals based 

on pattern recognition approach. Frontiers in 

computational neuroscience, 11: 103. 

https://doi.org/10.3389/fncom.2017.00103 

[53] Subasi, A. (2019). Practical guide for biomedical signals 

analysis using machine learning techniques: A 

MATLAB based approach. Academic Press.  

[54] Hu, X.T. (2017). Support vector machine and its 

application to regression and classification. MSU 

Graduate Theses. 

https://bearworks.missouristate.edu/theses/3177/. 

[55] Bhuvaneswari, P., Kumar, J.S. (2013). Support vector 

machine technique for EEG signals. International Journal 

of Computer Applications, 63(13): 1-5. 

[56] Akkaya, S. (2024). Optimization of convolutional neural 

networks for classifying power quality disturbances 

using wavelet synchrosqueezed transform. Traitement du 

Signal, 41(2): 599-614. 

https://doi.org/10.18280/ts.410205 

[57] Mahmoud, H., Omer, O.A., Ragab, S., Esmaiel, H., 

Abdel-Nasser, M. (2024). Classifying melanoma in ISIC 

dermoscopic images using efficient Convolutional 

Neural Networks and deep transfer learning. Traitement 

du Signal, 41(2): 679-691. 

https://doi.org/10.18280/ts.410211 

[58] Yucel, N., Mutlu, H. B., Durmaz, F., Cengil, E., Yildirim, 

M. (2023). A CNN approach for enhanced epileptic 

seizure detection through EEG analysis. Healthcraft 

165



 

Frontiers, 1(1): 33-43. 

https://doi.org/10.56578/hf010103 

[59] Lorela, B. (2021). LSTM-based model for human brain 

decisions using EEG signals analysis. Electronic Theses 

and Dissertations, 2291. 

https://digitalcommons.georgiasouthern.edu/etd/2291. 

 

 

NOMENCLATURE 

 

2D Two dimensions 

ACC Accuracy 

Ai Approximation coefficient 

ANN Artificial neural network  

BN Batch normalization 

CNN Convolutional neural network 

CWT Continuous Wavelet Transform 

Di Detail coefficient 

Db4 Daubechies 4 

DWT Discret Wavelet Transform 

DL Deep learning  

EEG Electroencephalography 

EMD Empirical mode decomposition  

FFT Fast Fourier Transform  

FN False negative 

FP False positive 

FC Fully connected layer  

FSC F1-score 

FT Fourier transform 

Hz Hertz (s-1) 

LBP Local binary patterns 

LSTM Long short-term memory  

MID Multi input data 

MID-

CNN 

Multi input data- Convolutional neural network 

ML Machine learning  

mV Milli-volts 

N Length of the signal x 

PRE Precision 

RNN Recurrent neural networks  

s Second 

SEN Sensitivity 

x Signal 

SPE Specificity 

STFT Short-time Fourier Transform  

t Time 

TN True negative 

TP True positive 

 

Greek symbols 

 

 Alpha wave 

 Beta wave 

δ Delta 

γ Gamma 

μV Micro-volt 
  Wavelet function 
  Scaling function 

Ɵ Theta 
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