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New machine learning (ML) models face challenges, particularly with imbalanced data. 

Such data is shared in productivity, and data regulation can improve fields such as the 

livestock sector. Data mining involves multi-stage preprocessing: sampling techniques 

for data replication, weighted K-nearest neighbor imputation (WKNNI), data 

transformation, and the classification refinement stage to get an optimum model. 

Support vector machines are among the most powerful machine learning methods based 

on kernels that require optimal clustering improvements. Weighted K-nearest neighbors 

with kernel refinement prove that modifying KNN reduces computation and maximizes 

performance. The addition of grid search hyperparameters is also used to optimize 

parameters and improve accuracy. The result obtained by combining weighted K-

nearest neighbor (WKNN) and support vector machine (SVM), called weight K-nearest 

support vector machine (WKSVM), using synthetic minority over sampling technique 

(SMOTE), reached an experimental accuracy of 97.54%, which outperforms various 

benchmarks from several standard SVMs for public and field data. 

Keywords: 

livestock, imbalanced data, sampling methods, 

productivity, process innovation, weighted K-

nearest neighbor, weight K-nearest support 

vector machine 

1. INTRODUCTION

Imbalanced data tends to experience changes in 

characteristics because minority class instances play a role but 

are limited in number. The majority class is large in number 

and does not have general specifications [1]. When the 

minority class is essential, the data that can be collected is 

often irregular data without any regularity, so some data 

processing is required to get meaningful data from a large 

amount [2]. Data is divided into many types because of its 

characteristics, all of which have different feature attributes 

[3]. Class inequality distribution is often a problem in 

classification [4], so a sample balancing solution method is 

required to provide significant quality improvements. 

Livestock identification systems range from manual 

identification to automatic identification with the help of 

mixed data. Traditional livestock identification systems with 

body condition scores and behaviors, such as standing time, 

sitting, and Peristalsis [5], have been used for individual 

identification in cattle, goats, and horse farms [6]. The 

complexity of hyperparameters and the number of support 

vectors required to construct the method are needed [7, 8]. The 

data used are categorical and continuous, type longitudinal 

multinomial, individual identification methods with non-ideal 

conditions, including the possibility of loss, duplication, and 

malfunction of electronic devices [9]. Visual feature-based 

livestock identification systems detect and classify various 

breeds or individuals based on unique features. The problem 

of data imbalance in research in various fields, especially 

livestock, in determining the selection of prospective parents 

requires special attention and fast and accurate solutions to 

increase productivity in food security [10]. 

The characteristics of imbalanced data sets have led to the 

problem of low accuracy for minority classes in classification. 

Researchers have proposed a large number of algorithms to 

solve the problem of class imbalance [11]. Furthermore, to 

overcome the problem of imbalanced class distribution, 

researchers designed various methods for taking weak samples 

for oversampling, such as SMOTE [6], RUS [9], ROS [12], 

adaptive synthetic sampling (ADASYN) [13], SMOTEboost 

[14], and RAMOBoost [15]. Li et al. [16] proposed an 

imbalance-reduced classification method by adding a new 

label matrix normalization to solve the general balance 

problem. Extending the mixed data development of standard 

debfab SVM can handle longitudinal and imbalanced data. 

The SMOTE algorithm is widely used to address class 

imbalance in SVM classification. The proposed an approach 

to optimize SMOTE parameters, reducing time expenditure 

and improving classification quality [11]. However, 

inconsistencies arise when SMOTE and SVM operate in 
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different spaces [17]. To address this, kernel-based SMOTE 

methods have been developed. These methods perform the 

oversampling of minority instances in the feature space and 

obtain pre-images of synthetic samples to be added to the 

original dataset [18]. The proposed K-SMOTE that generates 

synthetic minority data points directly in the SVM feature 

space by augmenting the original Gram matrix. This method 

performed better on benchmark datasets and real-world 

applications, such as predicting degradation stages in 

semiconductor etching chambers. Finally, kernel-based 

SMOTE techniques demonstrated higher quality synthetic 

samples with better SVM classification effectiveness for 

imbalanced datasets when compared with the traditional 

SMOTE approaches [19]. 

Recent studies have explored hyperparameter optimization 

techniques for SVM classification [20, 21]. Grid search, 

random search, and Bayesian optimization have been 

compared for tuning SVM parameters, with Bayesian 

optimization demonstrating superior performance and 

efficiency in bioactive compound classification [22]. 

Hyperparameter tuning using random grid search has 

significantly improved lung cancer classification accuracy, 

precision, and specificity [23]. In fruit and vegetable image 

recognition, GridSearchCV optimization of SVM 

hyperparameters yielded 96% accuracy on both Chen's 

validation and test sets [24]. The comparative study on the grid 

search and random search techniques for optimizing SVM 

hyperparameters across seven datasets, considering accuracy, 

memory usage, and model validation time [25, 26]. These 

findings emphasize how proper hyperparameter tuning can 

significantly enhance SVM classification performance, be it 

for medical diagnostics, drug discovery, or agricultural 

applications [27, 28]. 

SVM performance is significantly affected by parameters, 

with grid search (GS) techniques working by determining the 

radius-margin constraints combining C, gamma, degree, and 

kernel selection parameters into a unified framework [22, 26]. 

The choice of appropriate kernel parameters is determined by 

determining the geometry of the feature space in several ways 

that are being developed, such as temporary kernel 

improvements by setting C to maximize margins and minimize 

errors. Class separation is usually applied to determine kernel 

parameters rather than C, gamma, and degree parameters for 

SVM. The approach being developed is by setting both 

Gaussian and clustering [25], a heuristic-based clustering 

algorithm optimizes the SVM kernel parameters by adopting a 

blind strategy in dynamically adjusting the operator as an 

objective function. The improvement measurement is very 

suitable for nonlinear data, as it optimizes SVM classification 

model parameters based on the double Gaussian Kernel [29]. 

Since, the technique of modifying the kernel function based on 

the Riemannian geometric structure increases the spatial 

resolution around the separating boundary surface and 

conformal mapping, which increases the separability between 

classes [30]. The new support vector machine for classification 

utilizes a polynomial kernel function. The most accurate SVM 

classification combines Hermite and Gaussian kernels. This 

new kernel for classifying hyperspectral data merges 

polynomial and radial basis functions. Additionally, kernel 

enhancement through KNN for nearest neighbors addresses 

ambiguous data, leading to improved classification 

performance [31, 32]. However, the biggest weakness of the 

KNN method is that the K value is difficult to determine [33, 

34]. Furthermore, adaptive weights and selects the optimal K 

value by optimizing the weight particle collection, namely 

WKNN. The selection of the optimal K value is done by 

combining two widely used empirical methods: sequential 

weight selection and optimal learning [35]. A locally adjusted 

number of nearest neighbors is proposed by giving 

probabilistic weights, which is proposed to conclude K as the 

optimal number of nearest neighbors [36]. 

The WKNN model can reduce the influence of outliers on 

the training set. The kernel clustering method can be used with 

the existing one to cluster the training set and obtain different 

cluster centers. The best training set results are optimized by 

calculating the similarity between the center of each class and 

the corresponding sample with the WKNN weighting 

technique [11, 36]. The kernel function in SVM can map data 

using the nearest-based clustering technique by mapping from 

the original space to a high-dimensional feature space. 

Nonlinear mapping to a high-dimensional space significantly 

affects the classification results, resolving differences between 

data samples is strengthened, and data partitioning is improved 

to obtain better classification results. This method, supported 

by local learning, is a new algorithm built on the cluster [36]. 

This study prefers the WKNN query-based method to 

overcome the nonlinear kernel by using limits such as 

additional clustering. This study is comparable to the 

hierarchical clustering system in many real-world 

implementations. The efficiency of the KNN method can also 

be used to set SVM so that the output of probabilistic can be 

used to extend binary classification to multiclass 

classification. Imbalance data often have missing data, thus 

requiring an appropriate imputation method. In the 

classification of mixed data, ambiguous data often occurs due 

to uncertainty in values, so data improvement is required, 

namely reliable imputation [37, 38]. The classical KNNI 

strategy is widely used in order to address missing data 

problems. However, feature relevance significantly influences 

the selection of nearest neighbors for imputation [39]. The 

KNN algorithm selects the K most relevant complete 

observations based on the Euclidean distance and assigns 

weighted contributions from those examples to replace 

missing values [34, 40]. This study implemented the weighted 

KNN imputation method, an improved version of the KNN for 

enhancing the performance, especially at higher levels of 

missing data [39, 40]. 

The paper is organized as follows: Section 1 explains the 

Introduction. Section 2 reviews the theoretical background of 

preprocessing, the variety of sampling methods, and improved 

SVM. Section 3 discusses hyperparameters for WKSVM and 

compares them with other methods. It then presents the results 

of several experiments conducted on several real-world 

datasets and public data. Finally, Section 4 provides some 

conclusions regarding this research, as the abstract mentions. 

 

 

2. LITERATURE REVIEW 

 

Handling imbalanced data classification is essential for 

improving the performance of machine learning models. This 

literature review discusses various methods, including 

preprocessing techniques for unbalanced mixed data, SVM 

classification, kernel enhancement using weighted nearest 

neighbors, and hyperparameter tuning. These methods aim to 

enhance performance in unbalanced mixed data classification. 

Additionally, the researcher explores the theoretical 

foundations relevant to the proposed techniques. 
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2.1 Prepossessing data 
 

The proposed research process series consists of the 

preprocessing stage, enhanced classification, and the model 

discovery stage. Normalizing data on mixed data is the process 

of making several variables have the same value range to 

anticipate data that is too large or too small to have normality 

that meets the requirements [1]. The methods for normalizing 

data on mixed numeric and categorical data are Z-score 

normalization and decimal scaling normalization [2].  

 

𝑍 =
𝑥 − 𝑥̅

𝜎
 (1) 

 

Z-score normalization is a method whose results are 

obtained from the data's average value and standard deviation. 

This method has a stable value against outliers or values 

greater than maxA or less than minA [3]. Finally, Decimal 

scaling normalization is shown in Eq. (2). 

 

newdata = data/i (2) 

 

with Newdata = normalized data, and i = the max value of the 

criteria. Data preprocessing prepares the data with several 

steps, namely weighted KNN imputation (WKNNI), 

especially at higher missing levels [34], data normalization, 

and balancing the data with various sampling methods. 

Furthermore, the performance improvement of SVM with 

kernel refinement can be improved by using the nearest the 

distance between neighbors and objects, for the greater weight. 

In WKNN, neighbor weights are used to calculate more 

accurate class probabilities to classify objects [26, 35]. 

 

2.2 Synthetic minority over sampling technique (SMOTE) 

 

SMOTE is a replication-based method with an 

oversampling technique to change the balance of the data set 

[6, 8]. The process maintains balance by increasing the number 

of minority classes towards the majority [10]. This method 

searches for the n closest adjacent samples on the data sample 

x from the minority class data set in the nearest neighbor data 

set at y1, y2, y3, ... yn. The use of random linear interpolation 

operations is carried out on the minority class x and yi (j = 1,2, 

N) to produce new samples zj, within Eq. (3): 
 

𝑧𝑗 = 𝑥 + 𝑟𝑎𝑛𝑑𝑁(0,1) ∗ (𝑦𝑗 − 𝑥), 𝑗 = 1,2, . . . , 𝑁 (3) 

 

with randN (0,1) is a random number, zj represents a new 

replication sample, and x represents a minority class sample. 

At the same time, yj represents the j-th neighbor sample of x. 

Finally, this new synthetic minority class is merged into the 

original data set to produce a new training data set [11]. 
 

2.3 Adaptive synthetic sampling (ADASYN) 
 

The adaptive ADASYN method exploits learning from 

imbalanced datasets by adaptively generating synthetic data 

according to its distribution [10]. ADASYN uses density 

distribution as a criterion to decide how much synthetic data 

to develop for each minority class. The principle of ADASYN, 

which uses distribution weights for data in the minority class 

based on the level of learning difficulty, enlightens us about 

its unique approach [11]. ADASYN ensures synthetic data is 

generated from minority classes that are difficult to learn 

compared to minority data that are easier to understand. 

2.4 Random combination sampling (RCS) 

 

The undersampling can risk losing important information, 

oversampling may lead to excess unrepresentative samples. 

Combining both techniques is advisable to achieve a more 

representative dataset. The RCS method offers a unique 

solution by randomly removing some data from the majority 

class and generating new samples for the minority class by 

combining two random samples from that class. This approach 

aims to produce new variations occupying a point in the vector 

space, ensuring that the latest samples remain representative 

and ultimately enhance the dataset's quality [13]. The RCS 

method, which randomly deletes some data in the majority 

class and adds samples for the minority class by combining 

two random samples in that class, offers a promising solution. 

The new sample will have new variations and be able to create 

a point in the vector space in an area that is still representative, 

thereby enhancing the quality of the dataset [14]. 

 

2.5 Grid search 

 

The Grid-Search Algorithm selects optimal parameters in a 

certain range of values in the form of a grid to produce the 

most accurate predictions. The grid search strategy for all 

combinations of hyperparameters is determined in a 

multidimensional grid [8, 20]. 

 

2.6 Support vector machine (SVM) 

 

SVM is a general machine learning classification method 

that exploits multiple high-dimensional fields to lower 

dimensions. Kernel functions are an integral part of SVM, 

which is extended to nonlinear separable problems as 

boundaries. The most prominent feature of SVM is the 

introduction of the kernel trick, which maps high-dimensional 

sample and feature spaces into a high-dimensional space. Its 

generalization ability, however, depends heavily on the choice 

of kernel function [18, 19]. The kernel space varies greatly 

depending on the type of data diversity, which can be 

separated linearly or nonlinearly to a lower dimension. The 

kernel is a separator function that assesses how much the data 

elements are clustered into classes that have the same 

similarity. The SVM method, called kernel-based, is the most 

well-known of the various classes of methods for modeling 

data using kernels [24, 25]. Given that the following example 

data consists of two parts in the input space 𝑥 = {𝑥𝑖𝑥2} dan 

𝑦 = {𝑦𝑖𝑦2}. Assume the kernel function will be created using 

the inputs x and y as follows. The above value of K implicitly 

defines a mapping to a higher dimensional space as in Eq. (4). 

 

Ф(𝑥) = {𝑥𝑖
2, √2𝑥1𝑥2, 𝑥2

2} (4) 

 

The kernel K = (x,y) takes two input spaces and gives them 

their similarities in feature space as follows: 

 

Ф: 𝑋 → 𝐹 (5) 

 

𝐾: 𝑋𝑥𝑋 → 𝑅, 𝐾(𝑥, 𝑦) = Ф(𝑥). Ф(𝑦) (6) 

 

Based on the kernel function, it can perform calculations 

that make predictions based on some data in the feature space 

station in Eq. (7). 

 

𝑓(Ф(𝑥)) = 𝑠𝑖𝑔𝑛(𝑤. Ф(𝑦) + 𝑏) (7) 
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𝑓(Ф(𝑥)) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖𝐾(𝑥, 𝑦) + 𝑏
𝑚

𝑖=1
) (8) 

 

2.7 Weighted K-nearest neighbor (WKNN) 

 

KNN classifies object data based on the number K of the 

closest training data. This classification aims to classify new 

objects based on the attributes of the sample data in the 

training data. The class will be determined based on the 

majority of K values that will determine the class [12]. In 

KNN, all closest neighbors have the same weight when 

determining the object class. In WKNN, the nearest neighbor 

is also determined using the calculation of the distance 

between the object to be classified and other objects in the 

dataset [27]. 

Suppose a dataset, 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} , a data object is 

expressed as 𝑥𝑖(1 ≤ 𝑖 ≤ 𝑁), and 𝑥𝑖 ∈ 𝑅𝑑 . Nonlinear mapping 

function Φ: 𝑅𝑑 → 𝐹, where F is a mapped high dimensional 

space. In space F, a clustering algorithm is used to partition 

data. Suppose that the number of clusters that need partitioning 

is K; then, data are clustered in the nearest class by the kernel 

function. 

 

min 𝐷 = ∑ ∑ ‖𝑥𝑖 − 𝑚𝑘‖

𝑥𝑖∈𝐶𝑘

2
𝐾

𝑘=1

 (9) 

 

𝑚𝑘 =
∑ 𝑥𝑥𝑖∈𝐶𝑘

|𝐶𝑘|
 (10) 

 

where, 𝑚𝑘  is the center of a cluster, then 𝐶𝑘(1 ≤ 𝑘 ≤ 𝐾) as a 

cluster produced during the clustering process, Ck represents 

the number of data objects in cluster k. Kernel clustering 

method based on the similarity between training samples and 

the selection of centers in each appropriate class. Centroid 

updates are carried out in stages by adding weights to improve 

extensive performance in showing high performance and 

improving the classifier's effectiveness [28, 29]. The proposed 

WKNN method, which uses multiple data points to represent 

clusters, solves this problem well and archives better results 

when applied in classification. 

 

(𝑖, 𝑗) =
∑ 𝛿𝑖𝑗

(𝑓)
𝑑𝑖𝑗

(𝑓)𝑝
𝑓=1

∑ 𝛿
𝑖𝑗

(𝑓)𝑝
𝑓=1

 (11) 

 

with 𝑑𝑖𝑗
(𝑓)

depending on the type of data feature, If the data 

feature type is numeric, then value 𝑑𝑖𝑗
(𝑓)

=
‖𝑥𝑖𝑓−𝑥𝑗𝑓‖

𝑚𝑎𝑥ℎ𝑥ℎ𝑓−𝑚𝑖𝑛ℎ𝑥ℎ𝑓
, 

with 𝑚𝑎𝑥ℎ𝑥ℎ𝑓, is the largest value in the feature and 𝑚𝑖𝑛ℎ𝑥ℎ𝑓 

is the smallest value in feature f. If the data feature type is 

categorical then 𝑑𝑖𝑗
(𝑓)

= 0 if 𝑥𝑖𝑓 = 𝑥𝑗𝑓. On the contrary, if 𝑥𝑖𝑓 ≠

𝑥𝑗𝑓 then 𝑑𝑖𝑗
(𝑓)

= 1. 

 

𝑊𝑖
′

= {

𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) − 𝑑(𝑥′, 𝑥𝑖

𝑁𝑁) 

𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) − 𝑑(𝑥′, 𝑥1

𝑁𝑁) 
 , 𝑖𝑓 𝑑(𝑥′, 𝑥𝑘

𝑁𝑁) ≠ 𝑑(𝑥′, 𝑥𝑖
𝑁𝑁)

𝑛, 𝑖𝑓 𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) = 𝑑(𝑥′, 𝑥𝑖

𝑁𝑁)

 
(12) 

 

The further improve positioning accuracy, the enhanced 

WKNN algorithm based on spatial distance with the weighted 

combination of these two distances is used. The determination 

of the K value can vary according to the calculation of the 

closest distance. The weights for each data, determine the test 

data based on the class with the largest weight Eq. (13). 
 

𝑦′ = 𝑎𝑟𝑔 max
𝑦

∑ 𝑊𝑖
′𝑥𝛿(𝑦 = 𝑦𝑖

𝑁𝑁)

(𝑋𝑖
𝑁𝑁,𝑦𝑖

𝑁𝑁)∈𝑇′

 
(13) 

 

So, kernel mathematical functions methods take data as 

input and transform it into the required form. In other words, 

kernel functions transform the training dataset to convert the 

nonlinear decision surface into a linear equation in a higher-

dimensional space [27]. The kernel improvement here uses a 

kernel clustering algorithm that uses data points to represent 

clusters during the clustering process. Kernel function 

mapping objects with nonlinear mapping of data divided into 

high-dimensional space. Nonlinear data division for data 

objects, from high-dimensional space to lower dimensions, 

with adaptive weights to separate data objects efficiently [28, 

30]. 
 

2.8 Weight K-nearest SVM (WKSVM) classifier 
 

SVM requires complete labeling of input data, while 

WKNN groups data into K clusters. The choice of K poses 

challenges, as it impacts model accuracy and may lead to 

overfitting due to necessary weighting. In contrast, KNN can 

yield varying final clusters, making it difficult to determine the 

optimal K-value. The WKNN algorithm assigns most 

neighbors to the same class among the K neighbors. The 

proposed approach to improving data classification combines 

several appropriate preprocessing treatments, kernel, and 

hyperparameter refinement to reduce the influence of outliers 

in the training set contain stage. Figure 1 uses the improved 

SVM, and WKNN method for imputation to generate 

complete data based on the closest to direct the same class.  
 

 
 

Figure 1. The stages in developing an improved SVM for 

imbalance data 
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The kernel function refinement using WKNN clustering 

maps the data that requires clustering from a high-dimensional 

feature space to a low-dimensional class. Calculating the 

similarity between the center of each class and its 

corresponding sample will optimize a reliable training set. 

Finally, hyperparameters are also added to optimize the 

classifier performance, reduce computation, and improve 

performance for better classification results [36]. The steps of 

the proposed combined method are as follows in the following 

algorithm details. 

 

 

3. RESULT AND DISCUSSIONS 

 

3.1 Data description 

 

Data collection from publicly available datasets and direct 

measurement of livestock in Indonesia. The public dataset of 

livestock data is taken from the public website 

https://www.kaggle.com/datasets [1]. The usage of public and 

private livestock datasets in the regional government 

organizations, involving Food Security and Agriculture in 

Madura region has almost the same characteristics, namely 

mixed data on body condition and behavioral characteristics 

taken, namely ordinal and consisting of categories, 

continuous, and multiclass [3]. Livestock data that tends to 

survive both horses, cows and goats to measure BCS and 

behavior. Finally, each dataset includes the total number of 

data records, attributes as features, and different classes as 

shown in Table 1. 

Data normality is measured to determine the level of 

correlation, and an observation test is used to determine the 

highest correlation level of data uniformity [2]. The statistical 

coefficient in Table 2, which shows value, measures the 

model's ability to describe the variables prepared for the target 

classification response. 

 

Table 1. Description of livestock in balance data 

 
Dataset Features Records Missing Value 

Horse survival 20 1000 yes 

Indonesian goats 10 796 yes 

Indonesian cattle 10 683 yes 

 

Table 2. Summary results of normality test on dataset 

 

Model 

Model Summary 

F R Square 
Adjusted R 

Square 
Standard Deviation Durbin Watson 

Horse survival 20.50 0.853 0.742 1.07 1.24 

Indonesian goats 1.202 0.262 0.727 2.52 0.74 

Indonesian cattle 1.702 0.653 0.853 1.39 0.92 

 

Determination testing obtained the value of local 

Indonesian cattle with an Adjusted R Square of 0.853, 

meaning that the characteristic features as independent 

variables significantly affect the dependent variable 

(response). STD shows a standard deviation value above 1, 

meaning that the data is heterogeneous because it consists of 

unbalance data. The horse is in second place with an R Square 

value of and the last Indonesian Goats. The variation and 

distribution of values influence data normality. This study 

proposes improvements to problematic data, namely several 

missing feature values and unbalanced data. Furthermore, the 

method for fixing the problem is carried out at the data 

processing level [6, 7]. Imputation using WKNNI to find the 

best performance depends on K at the best nearest [8]. 

Table 3 shows the preprocessing process with imputation 

and replication. The dataset generally contains missing values 

of ±10% requiring normalization, which is done by 

preprocessing to obtain values from category and quantity 

variations. Missing values will be credited with WKNNI using 

GS to obtain imputation accuracy in the range K = 1 - 20. The 

table shows that each level of accuracy for the best value 

obtained varies according to data conditions. The best 

accuracy value for local cattle K = 9, with the sampling 

replication method, for Indonesian cattle is 97.54%. 
 

Table 3. The result imputation data with WKNNI 
 

Dataset Imputation (WKNNI) Accuracy 

Horse survival K = 7 93.05 

Indonesian goats K = 11 95.20 

Indonesian cattle K = 9 97.54 

 

3.2 Hyperparameter WKSVM  
 

Grid search settings to set the parameters C, γ, and kernel 

for the WKSVM model are carried out on the training data. 

The optimal parameters are determined based on the accuracy 

value by dividing the Cross-validation data 10 times. In 

addition to the imputation of the use of WKNN and other 

kernels and class mapping on the kernel, we set maxIter = 100, 

C = 0.1-20, and error rate ε = 0.0001 for all experiments. We 

prepared four mixed multivariate data with high correlation. 

The test results aim to prepare data to analyze the significance 

level of the diversity of values in the data. Finally, the SVM 

model with optimal parameters is applied to the test data to 

obtain classification performance using the optimal 

parameters of the WKSVM grid search method.  

 

Table 4. The result performance measurement of WKSVM classification 

 
Dataset K 𝜸 𝑪 Accuracy Sensitivity Specificity 

Horse survival 9 2-2 12 93.05 67.80 73.90 

Indonesian goats 13 2-1 0.5 95.20 85.20 87.16 

Indonesian cattle 7 2-3 5 97.54 67.00 86.68 

 

Table 4 shows the optimal parameter values, by selecting 

the parameters K, C, and gamma to determine the best 

performance. The GS hyperparameter will select K, C, and Y, 

which results in the use of WKNN appropriate for large data 
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and features for the three datasets. While the application of 

WKNN depends on the value of K, the higher the value of K 

is likely to increase accuracy. Where with a value of C = 0.6 

and γ = 2-5, with kernel improvements in WKNN for livestock 

data.  

 

 
(a) Horse survival 

 
(b) Data Indonesian goats 

 
(c) Data Indonesian cattle 

 

Figure 2. WKSVM performance pattern on each data 

 

Figure 2 shows the type of category tends to be 

heterogeneous, and the number of records is small, indicating 

the optimal parameter value. The higher the value of K, C, the 

greater the likelihood of increasing accuracy. The high 

heterogeneity values in Indonesian Cattle have produced the 

highest accuracy because the data is more stable with high 

correlation, having an accuracy of 97.54%. Data with high 

heterogeneity values in produce the highest accuracy because 

the data is more stable with high correlation. The hybrid 

method combining GS to select optimal parameters in the 

SVM method and kernel improvement with WKNN. 

Modeling on SVM improvement with kernel enhancement, 

kernel improvement, and parameter optimization with GS in 

10-fold cross-validation testing is used to measure accuracy on 

several datasets. The usage a hybrid method that combines GS 

hyperparameters in several method sampling, to determine on 

sampling variety of SVM repair. The test are 3 data sets, using 

1-1000 iterations with variations of the best parameter K, C 

and gamma. 

Figure 2 indicates that the goat dataset is overfitting due to 

its limited and uniform values. In contrast, the kernel repair 

function in SVM with WKNN yields more stable class 

margins for the horse and cow datasets, which offer greater 

variability. Many data mining issues arise from imbalanced 

datasets. The use of Table 5 with the imbalance variation 

method to test for conditions of excess or lack of data prevents 

the model from effectively capturing the underlying pattern. 

 

Table 5. Accuracy values each model 

 

Dataset 
Sampling 

Techniques 
SVM K-SVM WKSVM 

Horse 

survival 

SMOTE 0.791 0.924 0.947 

ADASYN 0.820 0.831 0.922 

RCS 0.816 0.928 0.912 

Indonesian 

goats 

SMOTE 0.868 0.803 0.930 

ADASYN 0.873 0.784 0.928 

RCS 0.828 0.902 0.900 

Indonesian 

cattle 

SMOTE 0.860 0.939 0.975 

ADASYN 0.902 0.949 0.903 

RCS 0.934 0.954 0.930 

 

Table 5 shows WKNN for K-nearest kernel improvement 

for SVM. Here WKSVM can solve classification problems on 

heterogeneous data compared to data that tends to be 

homogeneous. Finally, this WKSVM combined algorithm can 

be applied to multi classification problems without difficulty, 

resulting in the highest accuracy compared to other SVMs. In 

the classification of datasets generated by SMOTE, 

ADASYN, and RCS, the classification results have almost the 

same average value as the accuracy results. In these three 

datasets, the difference between the use of differences in the 

use of SMOTE has increased significantly in the horse dataset. 

ADASYN increases in datasets that tend to be homogeneous 

with low correlation levels in the WKSVM classification. 

 

 

4. CONCLUSION 

 

The results of kernel refinement with GS hyperparameters 

on WKSVM are significant in selecting the best K, C, and 

gamma parameters. The classification performance on public 

horse farm data and goat and cattle data in Indonesia shows 

that WKSVM hyperparameters have shown high accuracy and 

computational reduction for the highest Indonesian cattle data 

of 97.54% with k = 9, which provides better performance than 

regular SVM. The accuracy value depends on the unbalanced 

data conditions, so that by testing several methods, namely 

three sampling methods, namely SMOTE, ADASYN, and 
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RCS, the most appropriate method is SMOTE because most of 

the data is independent in mixed conditions. Furthermore, the 

experimental results show that WKSVM hyperparameters 

have higher classification accuracy than regular SVM and 

KSVM. Its performance also depends on the level of 

correlation between data, which is found in livestock data. 

Because kernel refinement and SVM parameter optimization 

have better optimization potential for mixed data with a certain 

level of correlation than regular SVM. 

The use of grid search (GS) is highlighted as a method for 

parameter optimization. However, the computational intensity 

of GS, especially with high-dimensional data, raises concerns 

regarding scalability and efficiency. The absence of a 

discussion on alternative optimization techniques, such as 

Random Search or Bayesian Optimization, which are more 

computationally efficient, represents a limitation. Addressing 

these alternatives in future work could broaden the perspective 

on parameter optimization strategies and improve the 

robustness of the proposed methodology. 
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NOMENCLATURE 

 

𝑑(𝑖, 𝑗) Dissimilarity between the i-th data and the j-

th data 

𝑖 1…m, where, m is the training data 

j 1…n, where, n is the testing data 

𝑝 Number of features 

𝑓 Feature 1…feature p for the value 𝛿𝑖𝑗
(𝑓)

 

𝑥′ The value to be calculated with the nearest 

neighbor 

𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) Euclidean distance between 𝑥′, and 𝑥𝑘

𝑁𝑁 

(largest distance) 

𝑑(𝑥′, 𝑥𝑖
𝑁𝑁) Euclidean distance between 𝑥′, and 𝑥𝑖

𝑁𝑁 

(largest distance) 

𝑦′ Class label of unknown test data 
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𝑦𝑖
𝑁𝑁  Class label of the i-th neighbor among its K 

nearest neighbors 

𝛿(𝑦 = 𝑦𝑖
𝑁𝑁) Dirac delta function, is 1 if 𝑦 = 𝑦𝑖

𝑁𝑁 and 0 

otherwise 

𝑏 Bias value 

𝑚 Number of support vectors 

𝐾(𝑥, 𝑦) Kernel 

w Weigh 

K K-Nearest 

C Value regulation  

𝜎𝑖 Sigma 

𝛾 The velocity value 

𝛼 The initial initialization of the support vector 
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