
1. INTRODUCTION

Structural design, hydraulic performance analysis and flow 

mechanism research of the emitter are based on the theory of 

hydromechanics and hydraulics [1]. The experimental test 

[2-4], CFD numerical simulation [5-8], PIV flow field 

observation [9-11] and other methods are adopted to study the 

emitter. Whereas, for small size emitter and complex flow 

channel boundary, conventional experiment is difficult to 

meet the testing requirements, therefore, CFD has been widely 

used in the emitter research by domestic and foreign scholars, 

and experimental test as the basis of the study [12-14], is more 

used to verify the accuracy of numerical simulation [15]. 

The CFD numerical simulation technology is a kind of 

discrete calculation method [16-17], which can reduce the 

costs of research and development for emitter, shorten the 

cycle, and make up the disadvantages of experimental test 

[18]. Yu L M [19], Wei Z Y [20], Jin W [21], Wei Q S [22-23], 

Wang W.E. [24], Yang P.L. [25], Ali-Mohammed [26] and 

other scholars had carried out in-depth research with CFD as 

the tool the hydraulic performance, flow mechanism, flow 

field distribution and the head loss [27] et al. However, 

different parameters setting, the choice of the physical model 

and the different processing methods of the wall function will 

affect the accuracy of the numerical simulation. Therefore, it 

is very important to analyze the applicability and accuracy of 

the numerical simulation. Li G Y et al. [28] found that the size 

of the grid cell was smaller than the minimum size of the 1/6, 

and further refinement the mesh had no significant impact on 

the simulation accuracy. Li Y K et al. [29-30] analyzed and 

contrasted the accuracy about realizable k-ε, Standard k-ε and 

LES physics model respectively, and found that the LES 

model was more accurate. Bai D et al. [31] had figured out 

that simulation values of realizable k-ε model consistent with 

the test values; Zhang J et al. [32-33] found that the flow rate 

calculation error was larger using laminar model The fluid 
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ABSTRACT 

In order to evaluate the accuracy and applicability of the CFD numerical simulation method, we taken new 

two-ways mixed flow drip irrigation emitter as the research object, designed three kinds of emitter prototypes, 

and put forward the evaluation methods of the macroscopic flow rate index and the microscopic flow velocity 

index. According to the test results of flow rate and flow velocity by experiment and Particle Image 

Velocimetry (PIV) technology, analyzing the error of three kinds of wall function and seven classes physical 

models. The analysis results show that taking the macroscopic flow rate index as the evaluation standard, and 

numerical simulation accuracy of the enhanced wall function is higher and better. Comprehensive analysis of 

seven classes physical model by using the enhanced wall show that the average relative errors of the Standard 

k-ε model, RNG k-ε model, Standard k-ω model, SST k-ω model are smaller, followed by 2.16%, 1.47%,

1.84% and 1.90%, but RNG k-ε model has better simulation accuracy. Taking the microscopic flow velocity

index as evaluation standard, the average relative errors are 3.42%, 2.68%, 2.34% and 1.81%, while the SST 

k-ω model has better simulation accuracy. Comprehensive evaluating two indexes, when the weight

coefficient were taken at 0.5, respectively, the average relative error of SST k-ω model is calculated to be

1.85%, which is more suitable for the numerical simulation of emitter. The accuracy and applicability of

various simulation methods are considered in the calculation of the flow rate and flow velocity, and the

analysis of microscopic flow field.
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classical theory did not apply to study on the fluid motion 

state of emitter, and the turbulence model was more suitable 

for simulation. Al-Muhammad et al. [34] used Standard k-ε 

and RNG k-ε model and compared with classical turbulence 

model, and found that the classical turbulence model was not 

suitable for flow analysis of low Reynolds number, however, 

simulation values of Standard k-ε and RNG k-ε closed to the 

experimental values. Palau et al. [35] believed the grid size 

was less than 0.19 mm, and the finer grid did not improve the 

accuracy of simulation. 

Usually the evaluation method of numerical simulation 

accuracy for emitter is divided into two categories. The first is 

the evaluation method of macroscopic flow rate index, namely 

compared the relative error between the simulation values and 

test values of flow rate. The other is the evaluation method of 

microscopic flow velocity index, namely compared the 

relative error between the simulation values and test values of 

flow velocity of different points within channel. At present, 

the most scholars are based on macroscopic flow rate test, 

evaluate the accuracy of numerical simulation, but few 

scholars analyze and compare from the microscopic view. 

Therefore, based on the two-ways mixed flow drip irrigation 

emitter as the research object [36], comprehensively analyze 

two aspects of macroscopic and microscopic, establish the 

evaluation method of macroscopic flow rate index and 

microscopic flow velocity index, and different weight 

coefficient is calculated. Finally, comprehensively evaluate 

the applicability and accuracy of the numerical simulation 

method for CFD software. It is designed to provide method 

and idea for analyzing the numerical simulation accuracy for 

two-ways mixed flow drip irrigation emitter and improve the 

reliability of numerical simulation. This is to solve the main 

problem in this paper. 

2. STRUCTURE OF EMITTER FLOW CHANNEL

2.1 Design of emitter 

Figure 1 shows the emitter structure, in which the core 

components of energy dissipation are dividing water device 

and blocking water device, forming forward flow and 

backward flow, and producing mixed phenomenon, which 

effectively increase the local head loss of flow channel. It is 

essential to energy dissipation for drip irrigation emitter. 

Notes: 1. Inlet; 2. Outlet; 3. Flow channel side wall; 4. Dividing water device; 
5. Blocking water device.

Figure 1. Structure of emitter 

2.2 Geometric parameters and test prototype 

Geometric parameters of the flow channel unit shown as 

Figure 2. The flow channel depth of emitter is 0.8 mm (D=0.8 

mm). 

Notes: 1. S is distance between dividing water device and flow channel side 

wall, mm; 2. T is distance between blocking water device tooth and dividing 

water device, mm; 3. W is distance between blocking water device and flow 
channel side wall, mm; 4. Z is maximal flow channel width of blocking water 

device and dividing water device, mm; 5. d is bottom pillar height of blocking 

water device, mm, same as below. 

Figure 2. Geometry parameters of flow channel unit 

The three kinds of the prototypes were designed, and focus 

on research the accuracy of the CFD simulation software. The 

flow channel depth of emitter is 0.8 mm (D=0.8 mm). The 

values of flow channel geometry parameters of emitters are 

shown in Table 1. 

Table 1. Values of flow channel geometry parameters 

Prototypes 
Geometry parameters (mm) 

S T W Z d D 

1 0.6 0.7 0.7 1.1 0.3 0.8 

2 0.7 0.7 0.8 1.3 1.2 0.8 

3 0.9 0.9 0.7 1.4 0.6 0.8 

The prototypes of the experimental emitters are shown in 

Figure 3. 

Figure 3. Prototypes of experimental emitters 

3. CFD NUMERICAL SIMULATION

3.1 Governing equations 

The fluid in the emitter is water, so, it could be regarded as 

the typical viscous steady incompressible flow with the 

following governing equation. 

Continuity equation: 
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where U is the flow velocity, m/s; u, v, w is the velocity value 

on axes of x, y, and z, respectively, m/s; ρ is the water density, 

kg/m3; μ is the dynamical viscidity coefficient, N·s/m2; p is 

the fluid pressure, Pa; Fu, Fv, Fw is the value of mass force, 

respectively, N/m3, (considering only gravity), Fu=0, Fv=0, 

Fw=-ρg. 

3.2 Grid unit settings 

In this paper, the channel can be meshed with unstructured 

hybrid tetrahedron grids in order to get high quality grids. At 

the same time, it can automatically select the pyramid grid in 

the complex structure region, which makes the grid 

connection more smooth and real. The grid quality check in 

Gambit software is shown in Figure 4, Because of the large 

proportion of the column on the left side, it shows that the 

grid quality is very high, and the simulation results will not be 

distorted. 

Histogram

Grid quality check

Grid unit type  
Figure 4. Grid quality check 

3.3 Wall function 

In the process of numerical simulation, the wall function 

has a direct impact on the accuracy of the simulation results. 

Numerical simulation using different physical models is based 

on the choice of wall function. Therefore, the different wall 

function was adopted to improve the accuracy in the near wall 

of the flow channel, especially for the k-ε model, the wall 

function treatment has a more obvious effect on the accuracy 

of simulation. So we analyzed the accuracy of the standard 

wall function, the non-equilibrium wall function, and the 

enhanced wall function, respectively. 

3.4 Physical model 

The physical model of CFD software mainly includes S-A 

model, Standard k-ε model, RNG k-ε model, Realizable k-ε 

model, Standard k-ω model, SST k-ω model, RS model and so 

on. These results were compared with the experimental test 

results one by one. 

4. MATERIALS AND METHODS 

4.1 Research route 

The numerical simulation accuracy analysis method and the 

research route of the emitter are shown in Figure 5. 

 

Figure 5. Analysis and research route 

4.2 Emitter prototype processing 

The emitter prototype consists of flow channel bottom plate 

and retention water cover plate. They were all made of 

organic glass which had flat and smooth surface. The high 

precision engraving technique was utilized to carve the 

channel with same ratio model in order to achieve ideal 

precision. Each structure was processed five prototypes, to 

reduce the machining error. 

4.3 Experimental installation and PIV system 

Experimental installation and Particle Image Velocimetry 

system is shown in Figure 6. Each structure was installed five 

prototypes, tested 3 times and each time lasted 5 mins. 

 
Notes: 1. CCD camera; 2. Dual-pulse laser; 3. Synchronous controller; 4. DC 

Power; 5. Experimental installation. 

Figure 6. Experimental installation and PIV system 

4.4 Flow rate test 

The relationship between flow rate and pressure is as 

follows under the different working pressure: 

xkHq                                          (5) 

Where q is the flow rate, L/h; k is the flow coefficient; H is 

the inlet pressure head, kPa; x is the flow index. 

The flow rate values corresponding to different pressures 
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are shown in Table 2. 

Table 2. Flow rate testing results 

Prototype 
Pressure H (kPa) 

50 90 130 170 210 250 

1 2.311 3.008 3.561 4.022 4.427 4.803 

2 2.296 2.941 3.458 3.909 4.304 4.679 

3 2.246 2.879 3.391 3.817 4.188 4.549 

Notes: Flow rate value is under the different pressure, q/(L/h). 

5. RESULTS AND ANALYSIS

5.1 Macroscopic flow rate index evaluation 

5.1.1 Accuracy analysis of different wall function treatment 

The Figure 7 shows the relationship between the simulation 

values of different wall functions and test values. 
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(b) Prototype 2

2.0

3.0

4.0

5.0

6.0

7.0

0 50 100 150 200 250
Pressure H /kPa

F
lo

w
 r

at
e 

q
/(

L
·h

-1
)

Experimental results

Standard wall

Non-equilibrium wall

Enhanced wall

(c) Prototype 3

Figure 7. Curve of q-h under the different wall function 

The flow rate curves of different wall function treatment 

show that the average relative error of non-equilibrium wall 

function is 4.99%, especially in the 50~150 kPa, the average 

relative error is 7.01%. It is mainly caused by the fluctuation 

in lower pressure interval. The accuracy of the standard wall 

and the enhanced wall are better, the average relative errors 

are 2.57% and 2.16% respectively. Especially in 50~150 kPa, 

the average relative error of the enhanced wall treatment is 

only about 1.65%. By contrast, the enhanced wall is more 

accurate. It can reflect the real flow rate value of the emitter, 

especially for the low Reynolds number flow, which can well 

match the actual flow situation. The accurate choice of the 

wall function can eliminate the error caused by the simulation 

calculation. Therefore, we will use the enhanced wall function 

to compare accuracy of different physical models in follow-up 

study, so as to improve the veracity of different physical 

model calculation and the reliability of accuracy analysis. 

5.1.2 Accuracy analysis of different physical models 
The Figure 8 shows the relationship between the simulation 

values of different physical models and test values. 
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Figure 8. Curve of q-h under the different physical model 

The flow rate curves of different physical models show that 
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the relative errors of S-A, Standard k-ε, RNG k-ε, Realizable 

k-ε, Standard k-ω, SST k-ω and RS models are 2.41%~7.01%, 

2.03%~2.34%, 1.14%~1.73%, 1.28%~3.75%, 1.67%~2.16%, 

1.47%~2.29% and 4.07%~6.01% respectively, and the 

average relative errors are 4.61%, 2.16%, 1.47%, 2.34%, 

1.84%, 1.90% and 4.91% respectively. According to the 

results of relative error analysis, the average relative errors of 

S-A, Realizable k-ε and RS models are larger than other 

models. In addition, the deviation between the test values and 

simulation values of the single-equation S-A model is not 

obvious in 150~250 kPa, and the average relative error is 

2.83%. But when the pressure is below 150 kPa, the average 

relative error is 6.39%. Furthermore, the S-A model is a 

single-equation model, which is insensitive to the error of the 

numerical simulation. The RS model is 7 equation turbulence 

models. It is more strictly and meticulously considering the 

anisotropic complex flow. But can see from the results that the 

RS model did not reach the expected accuracy, and the 

average relative error is 4.91%. At the same time, the 

Realizable k-ε and RS models are more complex computation 

models. The simulation results are unstable in the calculation 

process, and the calculation time is long and difficult to 

convergence. Therefore, these models are not suitable for 

simulating the emitter. However, the results of Standard k-ε 

model, RNG k-ε model, Standard k-ω model, SST k-ω model 

are in good agreement with the test values. Therefore, the four 

models were further analyzed. The Figure 9 shows the errors 

of the test values and simulation values of the four models. 
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(a) Prototype 1 
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(b) Prototype 2 
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(c) Prototype 3 

Figure 9. Error of flow rate 

The results show that the simulation results of the RNG k-ε 

model is close to test values, and the error is 0.013~0.067 L/h 

and the average relative error is 1.47%. The simulation 

accuracy of the Standard k-ω model and SST k-ω model is 

approximate, the average relative errors are 1.84% and 1.90% 

respectively, and the average relative error of the Standard k-ε 

model is large, which is about 2.16%. 

5.2 Microscopic flow velocity index evaluation 

The Figure 10 shows along with the flow direction from the 

inlet to the outlet of the flow channel to take the different 

position of the velocity point, and use PIV system to test the 

flow velocity at various points under different pressure. The 

Figure 11 shows the flow velocity comparison of the test 

values and simulation values of the four physical models 

under the pressure of 50~150 kPa. 
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Figure 10. The position of different velocity points 

 

0.0

0.4

0.8

1.2

1.6

2.0

2.4

2.8

0 2 4 6 8 1012141618 2022242628303234363840

Velocity points

V
el

o
ci

ty
 

v
/(

m
·s

-1
)

  

0.0

0.4

0.8

1.2

1.6

2.0

2.4

2.8

0 2 4 6 8 1012141618 20222426283032 34363840

Velocity points

V
el

o
ci

ty
 

v
/(

m
·s

-1
)

 
(a1) Pressure 50 kPa                       (a2) Pressure 150 kPa 

388



(a) Prototype 1
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(b) Prototype 2
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Figure 11. Velocity of different points 

It can be seen from the comparison of flow velocity in 

Figure 11 that the simulation values of each point are 

basically consistent with the test values. The relative error 

results show that the simulation values of SST k-ω model are 

closest to the test values, and the average relative error is 

1.81%. The accuracy of the RNG k-ε model and the Standard 

k-ω model is approximate, and the average relative errors are

2.68% and 2.34% respectively. The average relative error of

the Standard k-ε model is about 3.42%.

5.3 Comprehensive evaluation of numerical simulation 

accuracy 

It is not difficult to see that the results of the two kinds of 

evaluation method with macroscopic flow rate index and 

microscopic flow velocity index are not consistent. This 

phenomenon is due to the applicability of the model. 

Therefore, when choosing the physical model, we need to 

combine the emphasis of the study, and introduce the weight 

coefficient. The ratio of weight coefficient is reasonably 

calculated, and evaluating the two indexes comprehensively. 

This paper focuses on establishment of a comprehensive 

evaluation method using two indexes of macroscopic and 

microscopic, and comprehensively compares CFD numerical 

simulation accuracy. It is designed to provide method and idea 

for analyzing the simulation accuracy. Therefore, the 

calculation method of weight coefficient based on the function 

driven principle was adopted (i.e. subjective weighting 

method). And considering the flow rate and flow velocity are 

equally important in this paper, so the weight coefficients are 

0.5. We can get from the comprehensive calculation of two 

evaluation indexes that the average relative error of the 

Standard k-ε model is 2.79%, the average relative error of 

RNG k-ε model is 2.07%, the average relative error of the 

Standard k-ω model is 2.09% and the average relative error of 

SST k-ω model is 1.85%. To sum up, the SST k-ω model is 

more accurate and reasonable in flow rate calculation and 

flow field analysis. 

6. DISCUSSIONS

This paper puts forward evaluation methods of the

macroscopic flow rate index and microscopic flow velocity 

index towards analysis of CFD simulation accuracy. We 

assume that the two indexes are equally important, so the 

weight coefficients of the two indexes are 0.5. But in the 

actual situation, it is necessary to consider the different 

calculation demand and the calculation expectation, and to 

choose the different weight coefficients. Starting from the 

subjective and objective perspective of statistics, the 

calculation method of weight coefficient is divided into 

calculation method based on the function driven principle (i.e. 

subjective weighting method), the difference drive principle 

(i.e. objective weighting method), and integrated calculation 

principle (i.e. subjective and objective integrated weighting 

method). So, weight coefficients are different using different 

calculation methods. The subjective weighting method is 

through the importance of different indexes to judge using 

subjective analysis and relative comparison, and then the 

value of weight coefficient is determined. If only consider the 

flow rate, it should be appropriately increased the weight of 

microscopic index, such as more emphasis on the analysis of 

internal flow velocity distribution and fluid motion state, 

which should be appropriately increased the weight of 

microscopic index. For the objective weighting method, it is 

not necessary to consider the importance of each index. The 

weight coefficient is calculated only by the statistical method 
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such as the variation coefficient method, the multiple 

correlation coefficient method and the standard deviation 

method. Therefore, the weight calculation depended on the 

research object and the research emphasis of emitter, and 

considering different calculation requirement and calculation 

expectation. 

7. CONCLUSIONS

Take new two-ways mixed flow drip irrigation emitter as 

the research object, and design three kinds of emitter 

prototype. Take the results of the flow rate test and flow 

velocity test as the basis, putting forward evaluation method 

of CFD simulation accuracy the including macroscopic flow 

rate index and microscopic flow velocity index. The 

simulation accuracy and applicability of three kinds of wall 

function and seven classes physical models are analyzed as 

following: 

1) The average relative error between the test values and

the simulation values of non-equilibrium wall treatment 

method is 4.99%, especially in the lower pressure interval of 

50~150 kPa, which is about 7.01%. The simulation results of 

the standard wall treatment method and enhanced wall 

treatment method is more accurate, especially in the lower 

pressure interval, the simulation values of enhanced wall 

treatment method is very close to test values. The average 

relative error is only 1.65%, which can accurately reflect the 

real the flow rate values of emitter. 

2) Taking the macroscopic flow rate index as the evaluation

standard, the simulation accuracy of the S-A model and RS 

model in the seven classes physical models are poor, and the 

average relative errors are 4.61% and 4.91%, respectively. 

The simulation accuracy of k-ε model and k-ω model are 

better. The average relative errors between the test values and 

simulation values of Standard k-ε model, RNG k-ε model, 

Standard k-ω model, SST k-ω model are 2.16%, 1.47%, 

1.84% and 1.90%. The calculation accuracy of RNG k-ε 

model is best. 

3) Taking the microscopic flow velocity index as the

evaluation standard. The average relative errors between the 

test values and simulation values of Standard k-ε model, RNG 

k-ε model, Standard k-ω model, SST k-ω model are 3.42%,

2.68%, 2.34% and 1.81%. The calculation accuracy of SST

k-ω model is best.

4) Evaluating and contrasting two indexes comprehensively,

given the weight coefficients of two indexes are 0.5, 

respectively. So, the average relative error of SST k-ω model 

is 1.85%, which is more accurate and reasonable in the 

calculation of flow rate and flow velocity, and the analysis of 

microscopic flow regime. 
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NOMENCLATURE 

Fu value of mass force on axes of x, N/m3 
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Fv value of mass force on axes of y, N/m3 

Fw value of mass force on axes of z, N/m3 

H inlet pressure head, kPa 

k flow coefficient 

p fluid pressure, Pa 

q flow rate, L/h 

u velocity value on axes of x, m/s 

U flow velocity, m/s 

v velocity value on axes of y, m/s 

w velocity value on axes of z, m/s 

Greek symbols 

μ dynamical viscidity coefficient, N·s/m2 

ρ water density, kg/m3 
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