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 One of the public health issues is considered as the kidney tumor that affects various people 

in the worldwide. The effective kidney tumor segmentation approach is very essential and 

supports the doctors to minimize the time to explain the images and recognize and scheme 

the treatment of the disorders. But, due to the manual kidney segmentation, tumor 

heterogeneity is a time-taking approach and is forwarded to changeability between the 

clinicians. In order to perform the tumor therapy, the tumor indices quantification and 

segmentation are necessary phases. This estimates the tumor-specific descriptions to observe 

the development of the disease and correctly contrasts the decisions concerning the 

treatment of the kidney tumor. However, the quantification is very complex and requires 

more work and time due to its high variability. Therefore, it is necessary to address the 

complexities present in conventional kidney tumor detection approaches. Thus, a novel 

kidney tumor identification strategy is implemented based on deep learning models in this 

paper. Initially, essential images for the evaluation are garnered from the benchmark 

sources. Then, image pre-processing is conducted on the input images using the weighted 

mean histogram equalization technique and the contrast enhancement method. Next, the pre-

processed images are forwarded to the segmentation region. Here, the 3D Adaptive Trans-

ResUnet (3D-ATR) technique is utilized and their parameters are tuned by the Enhanced 

Position Updating in Circle Search Algorithm (EPU-CSO). Further, the segmented images 

are provided as the input to the kidney tumor classification stage. Further the implemented 

model named Multiscale Trans-Residual Attention Network (MT-RAN) is utilized to 

classify the kidney tumor effectively and accurately. The recommended kidney tumor 

identification model secures good efficiency rate than the pre-existing models in distinct 

experimental analyses. Hence, the suggested kidney tumor detection framework works more 

effectually than the classical approaches. 
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1. INTRODUCTION 

 

At present, the globe is suffering from the several categories 

of kidney disorders [1]. The kidney disorders are required to 

be detected at the earliest to elevate the survival ratio of the 

individuals. In the past decades, the doctors explained the 

images of "Computed Tomography (CT)" according to their 

experience of the kidney disorder diagnosis [2]. But, with the 

technological advancement in the CT imaging, analysis, and 

explanation prerequisite more effort and time, and creating 

inconsistent outcomes. Several frameworks under the Neural 

Network (NN) technique were proposed to automatically 

detect kidney tumour locations from CT images [3]. In some 

research works, the NN frameworks were only modified to 

enhance the correctness. The accurate segmentation of the 

kidney tumor in the healthcare images like CT scan images is 

the primary factor for the better treatment [4]. Different stages 

of kidney renal cancer by using various algorithms were being 

used and the success rate was an important parameter to 

determine the effectiveness of the approaches. The 

segmentation approach thus plays an important role in 

establishing the connection amongst the kidney tumor and its 

appropriate surgical solution and supports the doctors in 

forming multiple corrective plans for the treatment [5]. 

However, the manual tumor segmentation takes a significantly 

more time. The demand for highly correct kidney tumor 

identification components are hence required [6]. 

In the modern days, the deep learning approaches have been 

developed as a promising solution for the medical image 

segmentation and tumor detection [7]. Among these 

approaches the Convolutional Neural Network (CNN) 

framework has outperformed the conventional approaches 

significantly in the CT image segmentation [8]. The Fully 

Convolutional Network (FCN) framework has tremendous 
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potential to offer the end-to-end segmentation solution [9]. 

This kind of framework was also capable to generate the pixel 

level, raw scale labels in the picture and widely used in the 

various sectors [10]. Other modern experiments have 

considered FCN as an initial point toward the more complex 

and deeper segmentation frameworks like "SegNet". The high-

resolution CT images may offer the essential anatomical 

descriptions to monitor the progression of a disorder like 

Alzheimer’s disorder in the applications of neural computing 

[11]. But, explaining these pictures needs a significant amount 

of effort and time to recognize the regions of the tumor 

manually [12]. 

Thus, the deep learning approaches were used for better 

kidney tumor detection and segmentation to continuously 

detect and observe the regions of kidney tumors [13]. These 

approaches allow precise and automatic segmentation of the 

kidney tumor, hence makes it easier to perform the therapy and 

diagnosis [14]. Moreover, the approaches can enhance the 

time and labour efficacy. Eventually, these approaches offer 

highly corrective and consistent detection outcomes [15]. 

Presently, the approaches of deep learning have been utilized 

successfully in multiple sectors employing the physiological 

signals and the medical images [16]. The deep mechanisms 

have also been utilized in multiple sectors like medical image 

segmentation, tumor detection, and categorization [17]. 

Multiple kinds of images have been employed to enhance the 

robust and accurate deep-learning approaches to help the 

clinicians in the detection of diseases such as kidney tumors. 

The existing work carried out in the domain of Kidney 

tumor detection is presented in the following subsection. 

 

1.1 Related works 

 

Hsiao et al. [18] have addressed the necessity of the pre-

processed approaches in the NN algorithms. The numerical 

solutions displayed that the suggested approaches highly 

enhanced the rate of accuracy contrasted with the approaches 

which were not involved with the pre-processing. Moreover, 

the score of dice was also increased for the kidney tumor 

detection. An orderly evaluation of the process of validating 

and selecting training data can improve the performance of a 

model, resulting in consistent segmentation results that can be 

used for healthcare improvements with little computing needs. 

The effectiveness and the cost efficacy were also attained for 

the automatic kidney tumor identification approach. 

da Cruz et al. [19] have presented an experiment that was 

suggested to help the clinicians specialized in the CT kidney 

tumor detection. Initially, the pre-processing stage was carried 

out for the standard data-sets and the segmentation was 

performed. Finally, utilizing the image processing the false 

positive reduction was accomplished. The resultant outcome 

reported better accuracy. In 2020, Zhao et al. [20] have 

deployed a multi-scale approach to segment the kidney tumors 

from the images of CT. Experts presented the post-processing 

approach to increase the overall approach functionality. The 

framework illustrated the superior functionality contrasted to 

the other promising tasks with few of the components. 

Raju et al. [21] employed effective segmentation approach 

to categorize the kidney tumor and cysts for the ultrasound 

pictures. The obtained results confirmed that the suggested 

strategy was effective in detecting the kidney tumor and cysts. 

Baygin et al. [22] have presented a mechanism to identify the 

kidney stones utilizing the CT images. In order to choose the 

necessary features, the effective component evaluation task 

was adopted and then forwarded to the kidney stone detection 

phase. The suggested approach attained better outcomes 

utilizing the validation approaches. Expert solutions revealed 

that the suggested approach could help the urologists to 

examine the manual screenings and thus minimize the human 

error in the identification of kidney stones. In 2021, Yildirim 

et al. [23] have deployed the automated kidney stone 

identification from CT images with the help of deep learning 

algorithm. The suggested approach was observed by the 

experts and demonstrated that the designed task was capable 

to identify the kidney stones accurately. This work displayed 

that the deep learning approaches could be utilized to study the 

other difficult issues in the urology. 

Ma et al. [24] have presented a strategy for the diagnosis, 

identification, and segmentation of the failure of chronic renal. 

The proposed technique was applied to the ultrasound image 

for pre-processing and segmentation. In the segmentation of 

the kidney, the recommended task was accomplished with 

better accuracy minimal the processing time. In 2023, Yan and 

Razmjooy [25] suggested the CT image-aided detection of 

kidney stone approach. The mechanism employed the 

integration of the meta-heuristics and deep learning approach. 

The endorsed approach produced a reliable and effective 

kidney stone detection method. The suggested work attained 

better specificity contrasted to the other validated 

mechanisms. 

To address the drawbacks of conventional approaches, such 

as their prolonged computing time, and diminished accuracy, 

Patel and Yadav [26] examined Artificial intelligence (AI) -

based algorithms for kidney tumor segmentation and 

prognostication. The AI methods, such as deep learning and 

machine learning, greatly improve the accuracy of diagnoses 

and make early detection easier, leading to better predictions 

of renal disease. Further, to segment kidney tumors and 

classify them, Patel et al. [27] presented a deep learning model 

that optimizes 3D-TR-DUnet++ for segmentation and AA-

RD-GRU for classification using the Modified Crayfish 

Optimization Algorithm (MCOA). The model outperforms 

traditional methods like CNN and Residual Densenet while 

drastically improves accuracy and minimizes computational 

loads. To support physicians in quickly and accurately 

diagnosing benign and malignant cancers, the model enhances 

diagnostic accuracy, decreases computation time, and 

strengthens early tumor detection. 

 

1.2 Research gaps and challenges 

 

A kidney tumor is one of the disorder that have troubled the 

society. The detection of kidney tumors in the starting stage 

offers effective merits such as minimizing the death rates and 

also minimizing the side effects. Multiple approaches have 

been offered to detect the kidney tumors and several of the 

technique’s advantages and demerits are given in Table 1. In 

order to solve these difficulties an intelligent approach has 

been developed to identify the kidney tumor effectively by 

applying the deep learning mechanisms. 

The major contributions of the recommended kidney tumor 

detection approach is as follows. 

•To design the kidney tumor detection framework that 

effectively solves the complexities of the conventional 

approaches and helps to detect the kidney tumors in early 

stages. 

•To segment the pre-processed medical images employed 

the 3D-ATR mechanism an improvement of the conventional 
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transformer and ResUnet. The parameters presented in this 

network are optimally selected by the implemented EPU-CSO. 

•To design the EPU-CSO utilized the traditional CSO 

algorithm that assists in parameter optimization and enriches 

the system's effectiveness. 

•To detect the kidney tumor the MT-RAN framework is 

adopted where the multi-scale transformer and RAN 

mechanisms are integrated to provide the better-classified 

outcomes.  

•To prove the suggested kidney tumor detection approach’s 

efficacy employed various conventional classifiers, 

algorithms, and segmentation metrices with divergent 

functionality metrics. 

The suggested kidney tumor detection framework contents 

are organised as follows. The adaptive segmentation and 

classification for detecting the kidney tumor disorder are 

explained in Section II. In addition, Section III offers the EPU-

CSO and adaptive transformer-based ResUnet model. Section 

IV illustrates the identification of the kidney tumor disease 

utilizing multi-scale transformer-based RAN. Furthermore, 

Section V demonstrates the outcomes of the suggested kidney 

tumor detection approach. Lastly, Section VI concludes the 

recommended kidney tumor detection approach. 

 

Table 1. Features and challenges of the conventional kidney tumor detection mechanism 

 
Ref. No. Methodology Features Challenges 

[18] NN 
It can perform with insufficient knowledge. 

It is flexible and has distributed memory. 

It is very expensive for the computation and more time-

consuming. 

It provides incomplete results. 

[19] DeepLabv3+ 
It enhances the feature density and efficacy. 

It performs better than its previous versions. 

It is not accurate while performing the segmentation. 

It generates various misclassified small objects. 

[20] 3D U-Net 
It can manage the high-resolution pictures. 

It can handle a large volume of data. 

It has overfitting issues. 

It has large computational complexities. 

[21] FCM 
It is a very reliable approach. 

It is very simple and easy to understand. 

It is very sensitive to noise. 

It has poor performance with diverse volumes and sizes. 

[22] 
Transfer 

learning 

It requires only a few samples of training data. 

It requires very less computational resources. 

It often provides the unpredicted results. 

It has a risk of dimensional issues. 

[23] XResNet-50 
It enables very faster training. 

It raises the efficiency of the network. 

It is very much time-consuming. 

It is very infeasible practically. 

[24] ANN 
It can be utilized in any kind of application. 

It can handle various tasks at the same time. 

It requires lots of computational power. 

It has a very complex structure. 

[25] DBN 
It is computationally very efficient. 

It is very cost-effective. 

It is a very complex approach to use for the less skilled people. 

It has difficult data models. 

 

 

2. INNOVATIVE ADAPTIVE SEGMENTATION AND 

CLASSIFICATION FOR DETECTION OF THE 

KIDNEY TUMOR DISORDER 

 

2.1 Raw CT images 

 

The suggested kidney tumor detection approach utilized 

the following data resources. 

Dataset 1 (“Kits 19-2”): From the hyperlink: 

“https://www.kaggle.com/datasets/user123454321/kits19-2: 

access date: 2023-07-31”, the necessary images were 

obtained. This data source includes 200 files in total. Each 

file is partitioned into two folders, segmentation and imaging. 

The overall file size is nine GB. 

 

 
 

Figure 1. Sample CT images of the suggested kidney tumor detection mechanism 
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Dataset 2 (“Kits 21”): The proposed kidney tumor 

detection approach adopted this data source which has been 

obtained from https://github.com/neheller/kits21#kits21: 

access date:2023-07-31”. This resource offers the descriptions 

of the “nnUNet” approaches. Its present version is 2.2.2 and it 

can be developed with the support of python3, Matlab, bash, 

and Julia.  

From the aforementioned data sources the garnered images 

are specified as Ga, a=1, 2,…,A and the overall garnered image 

is indicated as A. The sample images used in present kidney 

tumor detection framework are illustrated in Figure 1. 

 

2.2 Architecture view of proposed kidney tumor detection 

 

 
 

Figure 2. Framework of the recommended kidney tumor 

detection mechanism 

 

The kidneys which are existed in the human body have 

functionality to clean the pollutants and the waste products 

from the blood. The tumor is defined as the abnormal growth 

of the cells in the human which troubles the people diversely 

and generates distinct indications. Thus, the early recognition 

of the kidney tumors is an important factor to minimize the 

disease progression risk. The early identification of the kidney 

tumor provides various merits such as overcoming the tumor, 

generating the preventive components, and decreasing the 

death rates. Various detection approaches are presented, 

however, explaining the disease is still complex because the 

kidney tumor offers multiple symptoms. Contrasted to the 

time-consuming and tiresome conventional diagnosis, the 

automatic identification techniques of deep learning secure the 

processing period, enhance the test correctness, minimize 

costs, and decrease the workload of the clinicians. Deep 

learning is one of the potential technologies that can learn 

various patterns and features automatically in the absence of 

human input. The algorithms of deep learning outperformed 

the conventional mechanisms because of its accurate 

outcomes. Hence, it is required to design the framework of 

kidney tumor detection with deep learning mechanisms with 

high accuracy. The suggested kidney tumor detection 

approach is depicted in Figure 2. 

In this work, a novel kidney tumor detection approach is 

designed according to the deep learning methodologies. This 

work contains four stages such as the gathering images, image 

pre-processing, segmentation, and the tumor classification. 

Firstly, the significant images for the detection are gathered 

from the standard databases. Further, the pre-processing of the 

image is carried out by utilizing the weighted mean histogram 

equalization approach and the contrast enhancement 

operation. Subsequently, the pre-processed images are fed into 

the segmentation process. 

Here, the 3D-ATR mechanism is adopted and the attributes 

existing in this network are optimally adjusted by the 

improved EPU-CSO. Then, the segmented images are 

provided to the kidney tumor classification phase where the 

MT-RAN is processed to categorize the kidney tumor 

accurately and effectively. The suggested kidney tumor 

detection approach attained good efficacy rate than the 

traditional approaches in diverse research evaluation. Thus, 

the recommended kidney tumor detection approach performs 

better than the conventional mechanisms. 

 

2.3 Pre-processing of raw images 

 

To do the kidney tumor identification initially the original 

images are processed with the pre-processing phase which 

includes two techniques such as weighted mean histogram 

equalization and contrast enhancement. Each of the techniques 

are briefly described for the attention of readers. 

Weighted mean histogram equalization [28]: Medical 

image processing uses Weighted Mean Histogram 

Equalization (WMHE), a sophisticated image enhancement 

method, to improve contrast and visibility. Conventional 

histogram equalization techniques can amplify noise, which is 

critical in medical imaging. WMHE integrates a weighted 

mean method to adapt to the image's unique attributes, 

avoiding excessive enhancement of less significant areas. This 

approach enhances vital details while minimizing noise. In 

medical imaging, WMHE is a more effective method for 

image enhancement. It provides a more accurate and detailed 

representation of the image. 

Medical images sometimes show areas with minute 

variations in intensity that are vital for diagnosis, such as the 

margins of tumors or anomalies. Medical practitioners will 

find recognizing and examining these important places simpler 

as WMHE selectively improves these areas without 

appreciably changing the rest of the image. Traditional HE can 

enhance noise with the signal, making it more difficult to 

separate artifacts from real medical characteristics. Using a 

weighted technique, WMHE lowers the possibility of noise 

amplification, producing better and more dependable images 

for study. 

The method ensures that significant diagnostic elements are 

more clearly shown, enabling radiologists and other medical 

experts to diagnose it more precisely. For a low-contrast 
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lesions/tissues, for instances, WMHE can enhance the 

visibility of medical images such as CT, MRIs, etc. In medical 

imaging, where any distortion cloud result in 

misinterpretation, WMHE preserves the general integrity and 

structure of the image. Through careful balancing of the 

improvement, WMHE offers better images without adding 

artifacts likely to complicate the diagnosis.  

The CT images often have regions with subtle differences 

in intensity that are crucial for diagnosis. WMHE selectively 

enhances these critical regions by assigning higher weights to 

intensity levels corresponding to these subtle differences. This 

improves the visibility of important features like lesions, 

tumors, or other abnormalities, making them more 

distinguishable from the surrounding tissue. 

In this mechanism, the original image Ga is given as an 

input. In the processing of an image, the image contrast is 

improved by the equalization of the histogram. More related 

image attributes are effectively contrasted and create the 

identification operation simple. With the adjustments of the 

histogram, the standard of the image is highly improved. The 

low-contrast regions in the image are enriched to high contrast 

by the histogram. This approach is very compatible with the 

images in black and white with the background of bright or 

dark.  

In the weighted mean histogram equalization, the weights 

are allocated to each information point. The mean value 

resultants vary based on the allocated weights. In this process, 

with the allocated values the weights are multiplied. In 

addition, the products and the weights are added to divide the 

attained outcome. The estimation of the weighted mean is 

presented by Eq. (1). 

 

1

1
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a a

a

A

a

a

G w

WH

w

=

=

=





 
(1) 

 

where, the variable denotes the data points Ga and the factor 

wa indicates the related weights. 

The below stages are utilized to estimate the weighted 

mean. 

-Multiplication of the weights with the allocated 

information. 

-Calculate ∑𝐺𝑎 × 𝑤𝑎. 

-Addition of each weight. 

-In order to achieve the final outcomes, divide the solution 

obtained from the previous stage. 

Hence, the resultant weighted mean histogram equalized 

image is attained from this approach and specified as 𝐺𝑎
𝑊𝑀𝐸 . 

Contrast enhancement mechanism [29]: The resultant 

image of the “weighted mean histogram equalization” 

mechanism 𝐺𝑎
𝑊𝑀𝐸  is subjected to the contrast enhancement 

process. Here, the “Contrast Limited Histogram Equalization 

(CLAHE)” is applied. With the help of the contrast 

enhancement, better quality images are attained for the 

medical images. The contrast enhancement is generated 

utilizing the equalization of the adaptive histogram that 

estimates the pixel histogram. The contrast enhancement 

provides extra latitude for choosing the mapping function of 

the local histogram. The estimation of every region histogram 

is given by Eq. (2). 

 

( )max1 1
100

V
h

B




 
= + − 

 
 (2) 

In this, the clip factor is denoted as γ and the value of the 

clip factor is 0 when the clip limit is the same as the factor
𝑉

𝐵
. 

Finally, all local pixels change into grey scales by performing 

the identity mapping. With this criteria, the pixel values won’t 

modify.  

For the value of 𝛾 = 100, the highest clip count is attained. 

According to the estimated limit, the starting histogram has 

changed by assigning the number of counts for the entire grey 

scale into  . It takes some of the iterations to recreate every 

histogram and the clip factor reduces as the amount of cycle is 

enhanced. Further, the adjacent tiles are mixed by the bilinear 

interpolation and the cell values of the grey scale in the image 

are modified based on the changed histograms. Thus, the pre-

processed image is achieved from the contrast enhancement 

approach and it is pointed as 𝐺𝑎
𝑝𝑝

. Figure 3 depicts the pre-

processed images of the employed mechanisms. 

 

 
 

Figure 3. The flowchart of the suggested EPU-CSO 

 

 

3. ENHANCED POSITION UPDATING IN CIRCLE 

SEARCH ALGORITHM AND ADAPTIVE 

TRANSFORMER-BASED RESUNET MODEL 

 

3.1 Parameter optimization using EPU-CSO 

 

The classical CSO is adopted from the circle’s geometrical 

features. One of the well-known object is a circle that has 

multiple features especially the centre, tangent line, diameter, 

and the perimeter. The circle is the curve which is enhanced 

with the same amount of distance among the middle point and 

the entire points. The CSO is a robust and simple approach. It 

produces effective solutions. In order to enhance the accuracy 

rate EPU-CSO approach is implemented because the 

conventional CSO takes the uniform random number e in 

between 0 and 1. This may reduce the correctness of the 

approach. So, the new EPU-CSO approach estimates the 
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variable e according to the fitness values of the CSO. The 

calculation of the uniform random variable e  is derived in Eq. 

(3). 

 

bef
e

wof
=  (3) 

 

where, bef represents the best fitness found by the 

conventional CSO algorithm. This is the highest or most 

optimal solution encountered during the optimization process. 

Further, wof: Represents the worst fitness in the conventional 

CSO algorithm. This is the least optimal solution observed in 

the process. 

Significance of the Ratio e in EPU-CSO 

•Guiding Parameter Estimation: The ratio e can be used to 

estimate parameters or adjustments within the EPU-CSO 

algorithm.  

•Range of Search Space Adjustment: If e is close to 1, it 

indicates that the fitness values are similar, suggesting a 

potentially narrower range of search space or less need for 

exploration. Conversely, if e is much less than 1, it indicates a 

larger spread between the best and worst solutions, which 

might necessitate a broader search space or more extensive 

exploration. 

•Scaling of Random Variables: The value of e can influence 

how random variables are scaled. For example, a larger ratio 

might result in scaling that favors exploration of diverse areas, 

while a smaller ratio could focus on refining solutions within 

a smaller region. 

•Refinement of Search Process: As the algorithm 

progresses, the ratio e helps adjust the search strategy. If the 

fitness values converge (i.e., e approaches 1), the algorithm 

might shift towards a more refined search or exploitation of 

promising regions. Conversely, if there is a wide spread, the 

algorithm may emphasize exploration to find better solutions. 

The primary phases of the traditional CSO [30] are as 

follows. The starting phase of the CSO is the initialization of 

the attributes. In this phase, the entire dimension of each 

search member should be equally selected randomly. 

The search member’s initialization is conducted between 

the lower ll and the upper ul limit factors of the exploring 

region. This is given by Eq. (4). 

 

( )sT ll p ul ll= +  −  (4) 

 

In the above expression, the variable p specifies the 

arbitrary vector that has a range from 0 to 1. 

The next phase is started when the search member position’s 

updated. Depending on the validated best position Te, the place 

of the search member Ts is upgraded. This phase is derived in 

Eq. (5). 

 

( ) ( )tans e e sT T T T = + −   (5) 

 

The importance of the angle 𝜃 in the above expression is 

very essential for the conventional CSO scheme’s phases of 

exploration and the exploitation. These are evaluated from Eq. 

(6) and Eq. (9). 

 

( )rm I e MI

f Otherwise






  
= 



 (6) 

rm  =  −  (7) 
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c
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= −  

 
 (8) 

 
0.5

1 0.9
I

f
MI

 
= −  

 
 (9) 

 

The arbitrary measure is pointed as rm  with the range [0, 1] 

and the iteration counted is denoted as I. The conventional 

CSO utilized a constant variable as 𝑒 with a limit [0, 1] which 

may reduce the accuracy rates. So that in the presented EPU-

CSO, the variable 𝑒  is estimated utilizing Eq. (3). And the 

maximum number of iterations is specified as M. The term 𝛽 

in Eq. (7) changes from −𝜋 to 0 when the iteration number 

gets increased in the process. In addition, the factor c in Eq. 

(8) changes from 𝜋  to 0. Further, the measure f in Eq. (9) 

changes from 1 to 0. In the end, the variable 𝜃  changes 

from−𝜋 to 0. 

The classical CSA adopts two phases to perform the 

executions and that is explained as follows. 

Case (i) 𝐼 > (𝑒.𝑀𝐼): This condition is enabled when the 

angle is 𝜃 = 𝛽 × 𝑟𝑚 and it can be provided to increase the 

exploration phase of the CSO. 

Case (ii) 𝐼 < (𝑒.𝑀𝐼): This condition generates when the 

overall angle time is 𝜃 = 𝛽 × 𝑓  and that can employ to 

increase the phase of the exploitation. 

Algorithm 1 specifies the pseudo-code of the suggested 

EPU-CSO algorithm and the Figure 3 offers the flowchart of 

the presented EPU-CSO. 

 

Algorithm 1: Recommended EPU-CSO 

Initialization of the population and the execution 

parameters 

Objective function estimation 

For 𝐼 = 1 to 𝑀𝐼 
For 𝑠 = 1 to 𝑁𝑝𝑜𝑝 

Estimate the uniform random variable 𝑒 utilizing Eq. (3). 

 Process the search agent initialization by applying 

Eq. (4). 

 Position updating of search agent employing Eq. (5). 

By utilizing the significant factors perform the 

exploration and exploitation stages. 

End  

End  

 Do the iterative iterations to accomplish the better 

outcomes. 

 Offer the optimal solution. 

End  

 

EPU-CSO combines a parameter ratio e to modify the 

search strategy, therefore affecting the exploration and circular 

search strategies. This suggested approach uses the ratio e, 

which influences parameter estimation, search space range, 

and scaling of random variables, so having a more dynamic 

adjusting mechanism. It also adjusts the balance dynamically 

depending on the fitness values noted during the optimization 

process using the ratio e.  
 

3.2 Trans-ResUnet for segmentation 
 

The image segmentation is conducted by changing an image 

into a set of pixels which are indicated by the image 
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designated. In the suggested kidney tumor detection approach, 

the pre-processed picture 𝐺𝑎
𝑝𝑝

 is provided to the segmentation 

phase which is performed with the support of Trans-ResUnet. 

This network is the composition of the “Transformer and 

ResUnet”. The transformer [31] approach is managing the 

problem of deep learning. In this task, the tokenization process 

is utilized by changing the provided input into a demolished 

2D specks collection {𝐺𝑎
𝑗
∈ 𝑅𝑎2.𝐷|𝑗 = 1,2, . . . 𝐽} , here the 

variable 𝑎 × 𝑎 denoted as the patch size, and the variable 𝑀 =
𝐽𝑊

𝑎2
 indicates the image specks amount. Further, the patch 

embedding is conducted. Here, the patches which are 

vectorized 𝐺𝑎  are linked together with the region of D-

dimensional embedding by adopting the understandable 

sequence projection. Eq. (10) formulates the positional 

information. 
 

1 2

0 ; ;...; J

a a a posG G F G F G F F = +   (10) 

 

The variable 𝐹 ∈ 𝑅(𝑎2.𝐷)×𝐸 specifies the “patch embedding 

projection” and the “position embedding” is denoted as 𝐹𝑝𝑜𝑠 ∈

𝑅𝑀×𝐸. 

There are V layers of “Multihead Self-Attention (MSA)” 

and “Multi-Layer Perceptron (MLP)” in the transformer 

encoder. Hence, the answer to the layer is expressed by Eq. 

(11) and Eq. (12): 
 

( )( )'

1 1v v vG MSA LN G G− −= +  (11) 

( )( )' '

v v vG MLP LN G G= +  (12) 

 
The attribute LN points to the normalization of the layer and 

the variable 𝐺𝑣  terms the encoded representation of the image. 

Figure 4 shows the Trans-Resnet architecture for the 

segmentation that includes encoding, decoding and attention 

mechanism. Where the encoding path narrows down the 

spatial dimensions while extracting features, and the decoding 

path up samples the feature maps to reconstruct the original 

image with segmentation information. The attention 

mechanism helps the model focus on relevant parts of the 

image, improving its performance. 

Because of the attribute lost identities in the deep NN 

implemented by the minimized weight attribute gradients 

maximizes the degradation. The ResUnet [32] is the deep U-

net that is an encoder-decoder framework for the semantic 

segmentation. The ResUnet combines the three paths of 

coding into the framework of encoding-decoding. The 

ResUnet utilizes the features of both deep residual learning 

and Unet. The ResUnet framework is the fully CNN with 

minimal attributes that focuses to attain better functionality. It 

is the improved version of the conventional U-Net framework. 

The ResUnet includes a decoding and encoding network and 

to connect these two networks there is a bridge. The U-net 

utilizes two 3× 3 convolutions. Every convolution has an 

activation function. When focusing on the ResUnet, these 

layers are exchanged by the residual block. The TransResUnet 

framework’s architecture is illustrated. 

 

 
 

Figure 4. The architecture of the Trans-ResUnet for the image segmentation in the suggested kidney tumor detection approach  
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3.3 Suggested 3D-AT-ResUnet for segmentation 

 

The Trans-ResUnet is a very compatible and robust 

approach. This approach is very efficient for the medical 

image segmentation. However, the network has high 

computational requirements and utilizes more amounts of 

parameters. So, the suggested kidney tumor detection 

mechanism presented the 3D-ATR mechanism for the 

effective segmentation approach. Here, the pre-processed 

image 𝐺𝑎
𝑝𝑝

 is subjected as an input. This new mechanism 

executes the images in an “end-to-end” way and performs the 

3D evaluation on the both decoder and encoder sides. This 

approach employs the 3D convolution for the effective 

functionality and successive outcomes. The 3D-ATR 

approach overcomes the complexities of the conventional 

approaches. The transformer-ResUnet includes several 

attributes such as hidden neurons, step per epoch, and the 

number of epochs. The high amount of these attributes raises 

the network complexities and leads to overfitting. So, that 

these attributes are optimally tuned in this suggested 

mechanisms. For that purpose, the developed EPU-CSO is 

utilized. The objective function of this task is given by Eq. 

(13). 

 

 
 

3 3 3
1

, ,

arg max
D ATR D ATR D ATRhn ep se

ob Dc Ac
− − −

= +  (13) 

 

Here, the steps per epochs in 3D-AT-ResUnet are given as 

𝑠𝑒3𝐷−𝐴𝑇𝑅  and the hidden neuron counts in 3D-AT-ResUnet 

are specified as ℎ𝑛3𝐷−𝐴𝑇𝑅, and the number of epochs in 3D-

AT-ResUnet is denoted as 𝑒𝑝3𝐷−𝐴𝑇𝑅. Moreover, the steps per 

epoch in 3D-AT-ResUnet vary from 300 to 1000 and the 

hidden neuron counts in 3D-AT-ResUnet are changed from 5 

to 255. Also, the “number of epochs” in 3D-AT-ResUnet falls 

from 5 to 50. The variable Dc  indicates the “dice coefficient” 

which is the overlap among the segmented and masked 

pictures. Besides, the variable Ac  specifies the accuracy 

which finds the relationship among the original and processed 

images. The formulations of these two variables are given in 

Eq. (14) and Eq. (15): 
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,
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G G
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sa nt
Ac

sa nt hi ya

+
=

+ + +
 (15) 

 

where, the variable 𝐺𝑎
𝑠𝑒𝑔

 indicates the segmented image, and 

the factor ya point to the “false negative”. The term hi denotes 

the “false positive” and the variable nt refers to the “true 

negative”. Also, the factor sa indicates the “true positive”. In 

the end, the effective segmented images 𝐺𝑎
𝑠𝑒𝑔

 are attained 

from the suggested 3D-AT-ResUnet framework. The 3D-AT-

ResUnet appears in Figure 5, showcasing parameter tuning. 

The visual displays the 3D AT-Res U-Net architecture, which 

is a specialized deep learning model created for the purpose of 

segmenting medical images. This model is an enhanced 

version of the conventional U-Net design, which integrates 

attention mechanisms and residual connections to enhance 

performance. 

 

 
 

Figure 5. The framework of the 3D-AT-ResUnet mechanism 

for the segmentation approach with parameter optimization 

 

 

4. IDENTIFYING THE KIDNEY TUMOR DISEASE 

USING MULTI-SCALE TRANSFORMER-BASED 

RESIDUAL ATTENTION NETWORK 

 

4.1 Residual Attention Network (RAN) 
 

The RAN [33] is generated by ordering various attention 

sections. Here, the segmented image 𝐺𝑎
𝑠𝑒𝑔

 is given as an input. 

In RAN, every attention sector is partitioned into two 

branches. They are named as “trunk branches and mask 

branches”. With the support of the trunk branch, the attribute 

processing is conducted to any of the successive frameworks. 

In this RAN, the fundamental components to creating the 

attention sector are inception, “ResNeXt” and the residual 

unit. Assume the answer of the trunk branch 𝑇𝑟(𝐺𝑎
𝑠𝑒𝑔

) with 

the provided input 𝐺𝑎
𝑠𝑒𝑔

; the “bottom-up” and “top-down” 

strategies are utilized by the mask branch in order to 

understand the similar dimension mask 𝑀𝑎(𝐺𝑎
𝑠𝑒𝑔

) that finely 

weighs the resultant attributes 𝑇𝑟(𝐺𝑎
𝑠𝑒𝑔

) . The “bottom-up” 

and “top-down” strategies copy the approaches of feedback 
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attention and the fast feed-forward. The resultant mask is 

applied as the control gates for the trunk branch’s neurons 

same as the network of highways. Eq. (16) formulates the 

module of attention A. 

 

( ) ( ) ( ), , ,*seg seg seg

j d a j d a j d aA G Ma G Tr G=  (16) 

 

where, the variable j limits over the entire spatial places 𝑑 ∈
{1, . . . , 𝐷} and the attribute points are the channel index. 

In the attention sections, the attention masks perform like 

the attribute selector while processing the forward inference, 

and also perform like a gradient update filter while performing 

the backpropagation. When considering the soft mask branch, 

the input attribute of the mask gradient is derived in Eq. (17). 

( ) ( )
( )

( ), , ,
,

seg seg seg

a a aseg

a

Ma G Tr G Tr G
Ma G

  


 

 
=

 
 (17) 

 

where, the attributes of the mask branch are denoted as 𝜃 and 

the attributes of the trunk branch are pointed as 𝜑.  

The framework of the RAN method is illustrated in Figure 

6. The RAN adheres to a comparable framework as the 

conventional U-Net, comprising an encoding path that collects 

characteristics and a decoding path that reconstructs the 

picture by using segmentation information. The main 

distinction is in the incorporation of residual connections, 

which effectively tackle the issue of vanishing gradient and 

enhance the model's capacity to acquire profound features. 

 

 
 

Figure 6. The framework of RAN for the recommended kidney tumor detection mechanism 

 

4.2 Proposed MT-RAN for detection 

 

Designing the contextual data of a picture is important for 

generating the correctness of the tumor identification in the 

segmented pictures. Hence, the multi-scale transformer 

network [34] is presented in the designed work. Here, the 

segmented image 𝐺𝑎
𝑠𝑒𝑔

is provided as an input. For the 

provided attribute map 𝐺𝑎
𝑠𝑒𝑔(𝑎 = 1,2) ∈ 𝑅𝐼×𝑋×𝐷  is 

partitioned into various token sequences with the similar width 

and lengths 𝑂𝑎(𝑎 = 1,2) ∈ 𝑅𝑀×𝐷, combine O1 and O2 into the 

variable O, and further the input O into the network of the 

transformer. The primary transformer components are 

“Multihead Cross-Attention (MCA)”, MLP, and MSA. 

Considering that the layer’s input sequence s is 𝑂𝑠−1 and 

𝑂𝑠
𝑓′

 attained via the “PreNorm” sector in Eq. (18). 

 

( )'

1

f

s sO PN O −=  (18) 

 

where, the MSA sector’s input is denoted as 𝑂𝑠
𝑓′

 and the term 

PN referred to as the “PreNorm”. The expression of the MSA 

is given in Eq. (19) and Eq. (20). 

 

( ) ( )1 1,...,
P

s iMSA O concat B B X− =  (19) 
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 (20) 

 

The connection operation is denoted as 𝑐𝑜𝑛𝑐𝑎𝑡  and the 

softmax function is specified as 𝛼 . The arbitrary layer is 

indicated as 𝑗 . The attributes 𝑋𝑗
𝑟 , 𝑋𝑗

𝑙  and 𝑋𝑗
𝑤 ∈ 𝑅𝐷×𝑒, 𝑋𝑃 ∈

𝑅𝑖𝑒×𝐷 are denoted as the matrix of learnable parameters. The 

attention head is represented as 𝐵  and the attention head is 

pointed as 𝑖. Also, the number of layers is indicated as 𝑠 − 1 

and the variable 𝑒  specifies the channel dimension. The 

estimation of MSA is derived in Eq. (21). 

 

( )( )''

1 1

f

s s sO MSA PN O O− −= +  (21) 

 

In common, the transformer encoder’s estimation operation 

is formulated in Eq. (22). 

 

( )( )'' ''f f f

e s sO MLP PN O O= +  (22) 

 

The MSA section’s solution is denoted as 𝑂𝑠
𝑓′′

 and the MLP 

section’s solution is referred as 𝑂𝑠
𝑓
. 

To better understand the data interaction of the images, the 

MSA is exchanged with the MCA. Considering the variable 

𝑂𝑠 as the input sequence s and the corresponding derivation of 

the MCA is derived in Eq. (23) and Eq. (24). 
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319



 

The MCA’s calculation operation is formulated in Eq. (25): 

 

( )( ), ' ,

1 1 1,e a a f a a

s s s sO MCA PN O O O+ − −= +  (25) 

 

In common, the calculation operation of the transformer is 

formulated in Eq. (26). 

 

( )( ), , ' , '

1 1 1

e a e a e a

s s sO MLP PN O O+ + += +  (26) 

 

The solution of the MLP and MCA section are denoted as 

𝑂𝑠+1
𝑒,𝑎

 and 𝑂𝑠+1
𝑒,𝑎,

accordingly. 

Multi-scale transformer: It is motivated by the “Pyramid 

Pooling Module (PPM)”. The data at various measures in the 

attribute map is drawn out by developing the four transformers 

with distinct measures. The four attribute maps of distinct 

sizes 𝐺1
𝑠𝑒𝑔

, 𝐺2
𝑠𝑒𝑔

, 𝐺3
𝑠𝑒𝑔

 and 𝐺4
𝑠𝑒𝑔

 are attained by down 

sampling and convolutions of variables 𝐺1
𝑠𝑒𝑔

. Enter the 

variables into respective transformers which have the distinct 

measures for performing the feature extraction and also for 

attaining the variables 𝐺1
𝑛𝑒𝑤 , 𝐺2

𝑛𝑒𝑤 , 𝐺3
𝑛𝑒𝑤  and 𝐺4

𝑛𝑒𝑤 . The 

attribute maps with a similar number of channels, width, and 

heights as 𝐺1
𝑛𝑒𝑤  are attained by distinct up sampling and 

convolutions of the variables 𝐺2
𝑛𝑒𝑤 , 𝐺3

𝑛𝑒𝑤  and 𝐺4
𝑛𝑒𝑤  

accordingly. In the end, the four attribute maps are linked by 

the addition. So, the Multiscale transformer 𝑀𝑆𝑇  is 

formulated in Eq. (27). 
 

( ) ( )( )( )( )
4

1

seg seg

a a a a a

a

MST G uc tr dc G
=

=  (27) 

 

where, the variable 𝑡𝑟𝑎 indicates the transformer section and 

the factor 𝑢𝑐𝑎  specifies the convolution and up sampling. 

Moreover, the factor 𝑑𝑐𝑎 denotes the convolution and down 

sampling.  

 

 
 

Figure 7. The functional diagram of the suggested MT-RAN for the kidney tumor detection mechanism 
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MT-RAN: The conventional RAN can perform well in the 

medical image applications. It produces better outcomes. 

However, it is very hard to train and develop. It also has the 

overfitting issues. On the other side, the traditional multi-scale 

transformer reduces the computation time and the memory 

utilization. But this network also has several problems like 

unexpected outcomes when the utilization of a high amount of 

inputs. So, to achieve the effective classification of the 

suggested kidney tumor detection approach, the MT-RAN 

mechanism is adopted. Here, the advantages of these two 

networks are integrated and help to solve the conventional 

network issues. Finally, the better classification outcomes are 

attained with the support of recommended MT-RAN approach 

for the kidney tumor. Figure 7 exhibits the diagram of the 

suggested MT-RAN technique for the detection mechanism of 

kidney tumors. The model for medical imaging segmentation 

is created by including U-Net, residual connections, and 

transformer blocks, which results in a very effective 

combination of techniques. The transformer block is an 

essential element that enables the model to effectively capture 

distant relationships within the input image. Residual 

connections and skip connections enhance the stability and 

performance of training. 

 

4.3 Image results 

 

The suggested kidney tumor detection approach is 

successfully executed and the resultant images are given in 

Figure 8 for two datasets. 

The Figure 8 illustrates 5 sample images from Dataset-1 and 

Dataset-2, showcasing a comparison between the original 

image, pre-processed image, and ground truth. The end results 

of several models, including the proposed approach, are also 

presented. 

 

 
 

Figure 8. The resultant images of the designed kidney tumor detection approach for both datasets 

 

 

5. RESULTS AND DISCUSSIONS 

 

5.1 Simulation setup 

 

Python platform has been used to process the recommended 

kidney tumor detection mechanism and remarkable outcomes 

were achieved. The proposed kidney tumour detection 

approach employs 10 different combinations of the parameters 

at each generation i.e., 10 populations and each solution in 

these populations is characterized by 3 parameters or 3 

chromosome lengths for segmentation, classification and 

overall architecture. Moreover, the maximum iteration count 

of the recommended kidney tumor detection framework was 

50. Some of the traditional optimization algorithms like Tuna 

Swarm Optimization (TSO) [35], Coyote Optimization 

Algorithm (COA) [36], Fire Hawk Optimizer (FHO) [37], and 

CSO [28] are utilized for the evaluation process. In addition, 

several segmentations approach like Unet [38], ResUnet [32], 

ResUnet++ [39], and 3D-ATR [40] were adopted. Also, the 

detection mechanisms such as CNN [41], LSTM [42], 

Mobilenet [43], and Resnet [44] were employed for the 

estimation of the recommended kidney tumor detection 

mechanism. 

 

5.2 Evaluation metrics 

 

The suggested kidney tumor detection mechanism utilized 

several performance metrics for the evaluation. These are 

given as follows. 

Dice coefficient: Measures the similarity between two sets, 

typically the predicted and ground truth segmentations. It 

ranges from 0 (no overlap) to 1 (perfect overlap). It is 

formulated in Eq. (14). In medical imaging, the Dice 

coefficient determines how closely the ground truth region 

identified by an expert overlaps the expected tumor region. 

Accuracy: The proportion of correctly classified pixels (or 

regions) out of all the pixels. It is formulated in Eq. (15). 

In image classification or segmentation, it indicates the 
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algorithm's accuracy in accurately identifying both positive 

(e.g., tumor) and negative (e.g., non-tumor) pixels. 

Jaccard coefficient: It is employed to validate the 

percentage of the overlap among the gatherings. 

 

( ),

seg

a aseg

a a seg

a a

G G
Jc G G

G G
=

 
(28) 

 

where, Ga represents original image, and 𝐺𝑎
𝑠𝑒𝑔

 is segmented 

image. Jaccard coefficient is used to evaluate how well the 

algorithm detects the correct area of an object like a tumor by 

computing the overlap between the predicted and actual 

regions. 

Precision: It is the description of the arbitrary errors and 

estimates the variability of the statistics. 

 

sa
P

sa nt
=

+
 (29) 

 

It measures how accurate the model is in predicting true 

positives without falsely predicting non-tumor regions as 

tumors. 

NPV: It estimates the rate of true negative estimations 

concerning overall negative estimations. 

 

hi
NPV

hi ya
=

+
 (30) 

 

NPV in medical imaging refers to the probability that areas 

identified as non-tumor are indeed non-tumor, hence offering 

confidence in the negatives. 

FPR: It is the factor to estimate the probability of the 

correctness. 

 
nt

FPR
nt hi

=
+

 (31) 

 

FPR analyzes the rate at which the model mistakenly labels 

non-tumor areas as tumors, therefore causing unwarranted 

treatments. 

F1-score: It integrates the scores of the precision and recall. 
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 (32) 

 

The F1-score gives an overall sense of the balance between 

precision (accuracy of positive predictions) and recall 

(sensitivity). 

FDR: It is utilized to correct the various comparisons. 

 
nt

FDR
nt sd

=
+

 (33) 

 

FDR assesses how often the model incorrectly predicts a 

positive (e.g., a tumor) when it’s actually not, indicating 

potential over-diagnosis. 

Sensitivity: It is the likelihood of a positive test outcome. 
 

sa
Sen

sa yd
=

+
 (34) 

 

Sensitivity measures how effectively the model detects all 

actual positive cases (e.g., all tumors), critical for ensuring that 

important anomalies are not missed. 

Specificity: It evaluates how well the experiment detects 

the true negative. 

 

hi
spec

hi nt
=

+
 (35) 

 

Specificity measures how well the model identifies non-

tumor areas, important to avoid false positives that could lead 

to unnecessary treatments. 

MCC: It is the correlation factor among the monitored and 

estimated classifications. 
 

( )( )( )( )
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MCC is useful for binary classification problems (e.g., 

tumor vs. non-tumor) and is a more reliable metric when class 

sizes are imbalanced. For all above evaluation metrics, we 

have used the folowing terms for notation: Ga – original image, 

𝐺𝑠
𝑎𝑟𝑔

 – segmented image, sa – true positives, nt- false 

positives, ya – false negatives, and hi – true positives. 

 

5.3 Confusion matrix estimation of the recommended 

kidney tumor detection approach 

 

The recommended kidney tumor detection mechanism is 

processed with the confusion matrix to estimate the accuracy 

of the network for the two datasets. This is presented in Figure 

9. The accuracy of the suggested kidney tumor detection 

approach is enriched by 96.18% when considering the second 

data resource in Figure 9(b) (The presented accuracy scores 

for Dataset 1 and Dataset 2, is 95.38% and 96.18%, 

respectively, provides additional evidence that supports this 

observation). From this, it is highlighted that the designed 

kidney tumor identification mechanism has better efficacy. 

 

5.4 ROC investigation of the suggested kidney tumor 

detection mechanism over various classifiers 

 

Figure 10 shows the ROC investigation of the developed 

kidney tumor detection framework against various classifiers 

for the two data resources. The ROC is validated based on the 

“true and false” positive rates. For the first data resource in 

Figure 10(a), the ROC of the suggested kidney tumor 

mechanism is advanced by 45% of CNN, 46% of LSTM, 50% 

of Mobilenet, and 53% of Resnet accordingly when taking the 

“false positive rate” value is 0.6. Hence, the suggested kidney 

tumor detection approach has outperformed other classifiers. 

 

5.5 Convergence estimation of the designed EPU-CSO 

algorithm over diverse conventional algorithms 
 

The designed EPU-CSO algorithm is validated with the 

convergence measure against diverse traditional algorithms 

and provided in Figure 11 for the two data sources. The 

amount of iteration is employed for this process. For the 

second data source in Figure 11 (b), the convergence of the 

suggested EPU-CSO scheme has maximized by 91% of TSO, 

91% of COA, 92% of FHO, and 92.3% of CSO appropriately 

when the number of iterations is 30. The outcomes highlight 

that the recommended EPU-CSO has better convergence rates. 
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Figure 9. The confusion matrix evaluation of the recommended kidney tumor detection framework concerning, (a) Dataset 1, 

and (b) Dataset 2 

 

 
 

Figure 10. The ROC calculation of the suggested kidney tumor identification framework over various conventional classifiers 

concerning, (a) Dataset 1, and (b) Dataset 2 
 

 
 

Figure 11. The convergence investigation of the suggested EPU-CSO algorithm over diverse optimization algorithms regarding, 

(a) Dataset 1, and (b) Dataset 2 

 

5.6 Statistical report of the improved EPU-CSO algorithm 

over multiple optimization algorithms 

 

Table 2 offers the surprising statistical outcomes of the 

designed EPU-CSO scheme against various conventional 

algorithms for the two datasets. The suggested EPU-CSO has 

improved by 30% of TSO, 16% of COA, 14% of FHO, and 

14.2% of CSO correspondingly when considering the best 
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factor in the first dataset. From this, it is confirmed that the 

developed EPU-CSO has higher functionalities. Looking at 

best, mean, median values, EPU-CSO shows the best 

performance on both datasets; this indicates that it is often able 

to identify better solutions on average and also performs 

regularly well. Although CSO is not the best performer in all 

measures, typically it shows a balance of strong performance 

with low variability in findings on Dataset-1. 

 

Table 2. The statistical validation of the designed EPU-CSO algorithm over various optimization algorithms for two datasets 

 
TERMS TSO [35] COA [36] FHO [37] CSO [28] EPU-CSO 

Dataset-1 

Best 2.950357378 4.965917477 4.833117508 3.699706316 4.206566095 

Worst 2.539995678 2.500192071 2.490755428 2.63356704 2.385363785 

Mean 2.632307251 2.807067702 2.822918936 2.677409884 2.578881774 

Median 2.539995678 2.689594334 2.645897047 2.63356704 2.385363785 

Standard Deviation 0.159728472 0.526337456 0.540768089 0.183001885 0.459387195 

Dataset-2 

Best 5.302505324 2.816151841 5.498436454 2.705981719 3.409528112 

Worst 2.494961518 2.347863549 2.47527388 2.491229916 2.320258137 

Mean 2.721462302 2.653311347 2.610263611 2.505486431 2.418071711 

Median 2.512099355 2.607189457 2.47527388 2.491229916 2.320258137 

Standard Deviation 0.540105167 0.131246540 0.590302462 0.050943085 0.296985703 

 

5.7 Functionality validation of the suggested segmentation 

approach over diverse algorithms and segmentation 

methods 
 

The functionality of the recommended 3D-AT-ResUnet-

assisted segmentation task is estimated for the two datasets 

against various algorithms and segmentation approaches and 

demonstrated in Figure 12 and Figure 13. When considering 

the dice coefficient for the first data source in Figure 13 (b), 

the segmentation process of the recommended kidney tumor 

detection has enhanced by 85% of Unet, 88% of ResUnet, 91% 

of ResUnet++, and 93% of 3D-ATR correspondingly. This 

shows that the suggested 3D-AT-ResUnet-assisted 

segmentation task in developed kidney tumor detection has 

effective solutions. 

 

 
 

Figure 12. The functionality validation of the designed segmentation process in the kidney tumor detection framework over 

various optimization algorithms regarding, (a) Accuracy, (b) Dice coefficient, and (c) Jaccard 

 

 
 

Figure 13. The functionality estimation of the recommended segmentation process in the kidney tumor detection framework over 

various segmentation approaches regarding, (a) Accuracy, (b) Dice coefficient, and (c) Jaccard 
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Figure 14. The comparative research of the designed kidney tumor detection framework over various conventional algorithms for 

the first data source concerning (a) Sensitivity Vs FPR, (b) Precision Vs FDR, and (c) NPV Vs FOR 

 

 
 

Figure 15. The comparative research of the suggested kidney tumor detection framework over various conventional classifiers 

for the first data source concerning (a) Sensitivity Vs FPR, (b) Precision Vs FDR, and (c) NPV Vs FOR 

 

 
 

Figure 16. The comparative research of the suggested kidney tumor detection framework over various conventional algorithms 

for the second data source concerning (a) Sensitivity Vs FPR, (b) Precision Vs FDR, and (c) NPV Vs FOR 

 

 
 

Figure 17. The comparative research of the suggested kidney tumor detection framework over various conventional classifiers 

for the second data source concerning (a) Sensitivity Vs FPR, (b) Precision Vs FDR, and (c) NPV Vs FOR 
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5.8 Comparative estimation of the recommended kidney 

tumor detection mechanism over multiple algorithms and 

classifiers 

 

The comparative evaluation of the recommended kidney 

tumor detection framework over distinct algorithms and 

classifiers is presented in Figures 14-17 for the two datasets. 

Several evaluation metrics are utilized to estimate the 

functionality of the approach. From Figure 14(a), the 

specificity of the suggested kidney tumor detection approach 

is enriched by 85% of TSO, 85.5% of COA, 86% of FHO, and 

86.5% of CSO appropriately for the first data source over FPR. 

Thus, the recommended kidney tumor detection task has better 

functionalities against the pre-existing methodologies. 

 

5.9 Performance evaluation of the suggested kidney tumor 

detection approach over various algorithms and classifiers 

 

Figures 18-21 illustrate the performance investigation of the 

recommended kidney failure detection strategy against distinct 

algorithms and classifiers for the two data resources. By 

considering the epoch values and some of the performance 

factors, this operation is performed. For the second data source 

in Figure 20(a), when the epoch value is 300, the accuracy of 

the suggested kidney tumor detection mechanism is 

maximized by 70.8% of CNN, 70.4% of LSTM, 69.3% of 

Mobilenet and 68.9% of Resnet appropriately. Thus, the 

suggested kidney tumor detection approach has enriched 

performance rates against other classical methodologies. 

 

5.10 Overall comparative evaluation of the recommended 

kidney tumor detection approach over various 

conventional algorithms and classifiers 

 

Table 3 and Table 4 offer the overall comparative validation 

of the recommended kidney tumor detection mechanism over 

various algorithms and classifiers for two datasets. The 

specificity of the recommended kidney tumor detection 

approach is enhanced by 7.9% of TSO, 6% of COA, 4.1% of 

FHO, and 2.4% of CSO correspondingly when taking the first 

dataset in Table 3. Hence, the outcomes explained that the 

suggested kidney tumor detection mechanism has better 

functionalities. 

 

 
 

Figure 18. The performance calculation of the suggested kidney tumor identification framework over various conventional 

algorithms for the first data source concerning, (a) Accuracy, (b) FNR, (c) FPR, (d) NPV, (e) Precision, (f) Sensitivity, and (g) 

Specificity 
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Figure 19. The performance calculation of the suggested kidney tumor detection framework over various conventional classifiers 

for the first data source concerning, (a) Accuracy, (b) FNR, (c) FPR, (d) NPV, (e) Precision, (f) Sensitivity, and (g) Specificity 

 

 
 

Figure 20. The performance calculation of the suggested kidney tumor detection framework over various conventional algorithms 

for the second data source concerning, (a) Accuracy, (b) FNR, (c) FPR, (d) NPV, (e) Precision, (f) Sensitivity, and (c) Specificity 
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Figure 21. The performance calculation of the suggested kidney tumor detection framework over various conventional classifiers 

for the second data source concerning, (a) Accuracy, (b) FNR, (c) FPR, (d) NPV, (e) Precision, (f) Sensitivity, and (c) Specificity 

 

 

Table 3. The overall comparative estimation of the designed kidney tumor identification strategy over diverse traditional 

algorithms for two datasets 

 

TERMS 
TSO  

[35] 

COA  

[36] 

FHO  

[37] 

CSO  

[28] 
EPU-CSO 

Dataset 

1 

Accuracy 87.82978723 89.5106383 91.27659574 93.10638298 95.38297872 

Recall 88.05309735 89.46902655 91.0619469 93.18584071 95.39823009 

Specificity 87.75910364 89.52380952 91.34453782 93.08123249 95.37815126 

Precision 69.48324022 72.99638989 76.9058296 81 86.72566372 

FPR 12.24089636 10.47619048 8.655462185 6.918767507 4.621848739 

FNR 11.94690265 10.53097345 8.938053097 6.814159292 4.601769912 

NPV 95.86903305 96.41025641 96.99583581 97.73529412 98.49580561 

FDR 30.51675978 27.00361011 23.0941704 19 13.27433628 

F1-Score 77.67369243 80.39761431 83.38735818 86.66666667 90.85545723 

MCC 0.703882069 0.740447691 0.780383012 0.82415189 0.879550828 

Dataset 

2 

Accuracy 88.70703764 90.4091653 92.27495908 94.15711948 96.18657938 

Recall 88.78787879 90.37878788 92.31060606 94.16666667 96.17424242 

Specificity 88.64553314 90.43227666 92.24783862 94.14985591 96.19596542 

Precision 85.60993426 87.78513613 90.05912786 92.45072518 95.0580307 

FPR 11.35446686 9.567723343 7.752161383 5.850144092 3.804034582 

FNR 11.21212121 9.621212121 7.689393939 5.833333333 3.825757576 

NPV 91.22182681 92.51179245 94.03642773 95.49839228 97.06309974 

FDR 14.39006574 12.21486387 9.940872136 7.549274823 4.9419693 

F1-Score 87.16995165 89.06308324 91.17096895 93.30080691 95.61287893 

MCC 0.771319999 0.805535864 0.843266825 0.881326286 0.922455851 
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Table 4. The overall comparative estimation of the designed kidney tumor identification strategy over diverse traditional 

classifiers for two datasets 

 

TERMS 
CNN 

[41] 

LSTM 

[42] 

Mobilenet 

[43] 

Resnet 

[44] 
MT-RAN 

Dataset 

1 

Accuracy 88.25531915 90.04255319 91.9787234 93.72340426 95.38297872 

Recall 88.14159292 90.08849558 91.85840708 93.80530973 95.39823009 

Specificity 88.29131653 90.0280112 92.01680672 93.69747899 95.37815126 

Precision 70.43847242 74.09024745 78.45804989 82.49027237 86.72566372 

FPR 11.70868347 9.971988796 7.983193277 6.302521008 4.621848739 

FNR 11.85840708 9.911504425 8.14159292 6.194690265 4.601769912 

NPV 95.92209373 96.6325917 97.27568848 97.95021962 98.49580561 

FDR 29.56152758 25.90975255 21.54195011 17.50972763 13.27433628 

F1-Score 78.30188679 81.30990415 84.631064 87.78467909 90.85545723 

MCC 0.71218896 0.752732809 0.797005866 0.838973622 0.879550828 

Dataset 

2 

Accuracy 90.11456628 91.94762684 92.96235679 94.76268412 96.18657938 

Recall 90.22727273 91.81818182 92.99242424 94.77272727 96.17424242 

Specificity 90.02881844 92.04610951 92.93948127 94.75504323 96.19596542 

Precision 87.31671554 89.77777778 90.92592593 93.21907601 95.0580307 

FPR 9.971181556 7.95389049 7.060518732 5.244956772 3.804034582 

FNR 9.772727273 8.181818182 7.007575758 5.227272727 3.825757576 

NPV 92.37137788 93.66568915 94.57478006 95.97197898 97.06309974 

FDR 12.68328446 10.22222222 9.074074074 6.780923994 4.9419693 

F1-Score 88.74813711 90.78651685 91.94756554 93.98948159 95.61287893 

MCC 0.79971588 0.836536145 0.857160346 0.893592541 0.922455851 

 

 

6. CONCLUSION 

 
A novel kidney tumor detection mechanism has been 

implemented using deep learning technology. In this task, the 

essential images were accumulated and subjected to the pre-

processing stage. The pre-processing step involved two 

mechanisms such as weighted mean histogram equalization 

and the contrast enhancement. Further, the pre-processed 

images were fed into the segmentation task where the 3D-ATR 

was adopted. The attributes which were existed in this network 

were optimized with the aid of the designed EPU-CSO 

scheme. Besides, the segmented images were offered for the 

classification of kidney tumor stage where the MT-RAN was 

adopted. The recommended kidney tumor detection 

mechanism attained a higher efficiency rate than the 

traditional mechanisms in various research estimations. When 

considering the first data source epoch value as 200, the 

accuracy of the suggested kidney tumor detection approach is 

maximized by 56.85% of TSO, 55.95% of COA, 55% of FHO, 

and 54.1% of CSO correspondingly. Hence the suggested 

kidney tumor mechanism performed better than the traditional 

approaches. In future, the recommended kidney tumor 

detection mechanism will be deployed with the hybrid 

heuristic algorithm to enhance the accuracy rates. The 

implemented kidney tumor classification system offered 

highly accurate outcomes. However, while processing large-

scale datasets, the quality of the outcome is minimized. Hence, 

in future work, more effective techniques will be integrated 

into the suggested work for improving the quality of the 

outcome. Moreover, the designed system has not classified the 

cancer subtypes. Therefore, in future work, the designed 

kidney tumor classification system will be improved for 

classifying the tumor subtypes for offering valuable data for 

further experiments. This will also support medical experts in 

making better treatment decisions. 
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