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For plant growth, Leaf diseases are a significant threat to crop health and productivity. 

Numerous methods are presented to overcome these issues and also deep learning (DL) 

methods have been explored for disease prevention and prediction. This paper focused on a 

Hybrid Long Short-Term Memory (LSTM)-Generative Adversarial Networks (GAN) and 

CATBOOST algorithms for effective leaf disease prediction. To provide an optimal result, 

Nutcracker optimization is used to fine-tune the LSTM-GAN model’s hyperparameter 

which is capable of capturing sequential patterns in the input data. Additionally, the 

CATBOOST algorithm is integrated to enhance the classification performance and accuracy 

of the prediction model. The performance evaluations are validated using metrics like 

precision, recall, F1 score, specificity, accuracy, root mean square error (RMSE), and mean 

absolute error (MAE) metrics. Experimental results demonstrate that the proposed model 

outperforms other DL methods. 
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1. INTRODUCTION

Leaf diseases are major affecting the growth and cultivation 

of Plants and crops due to factors like bacteria, fungi, viruses, 

and environmental stress [1]. It can damage the crops, 

minimize their yield and quality, and cause many issues with 

food production. It is necessary to detect leaf disease at an 

earlier stage to provide effective agriculture and plant health 

management. By making an earlier prediction, the farmers can 

take preventive measures based on treatments, proper nutrient 

supplementation, and optimized irrigation strategies [2]. This 

earlier detection helps to reduce crop damage and increase 

overall productivity. 

In the existing methods, agricultural professionals and 

experts predict diseases based on visual inspection. However, 

it has too many limitations like subjective, time-consuming, 

and depends on the expertise of the person inspecting the 

plants. Moreover, diseases may go unnoticed until visible 

symptoms appear which could be too late for effective 

intervention [3, 4]. Recently, numerous advanced models have 

been presented for prediction such as computed tomography 

(CT) and magnetic resonance imaging (MRI) respectively. 

However, the plant pathology application is limited because of 

its cost, complexity, and the need for specialized equipment. 

Even though these traditional techniques had a lot of 

challenges, namely manual intervention requirements, limited 

scalability, and low accuracy in earlier stage detection. These 

limitations have to be avoided with automated and efficient 

strategies to address the problem effectively. Deep Learning 

(DL) techniques are implemented to avoid these issues that

have significant advancements in image processing and leaf

disease prediction [5, 6]. The DL models can analyze large leaf

image datasets, learn complex features and patterns, and

accurately classify leaves as healthy or diseased. Some

benefits of DL-based prediction include: i) Increased

accuracy: DL models can achieve high accuracy levels in

disease detection, sometimes surpassing human experts, ii)

Faster analysis: DL algorithms can process images rapidly,

allowing for real-time or near-real-time detection and

response, iii) Scalability: Once trained, DL models can be

processed a plant species and diseases, making them highly

scalable and iv) Non-invasive: Unlike invasive techniques like

CT or MRI scans, DL-based prediction methods only require

leaf images, making them non-destructive and suitable for

widespread use respectively.

Several DL techniques have been successfully applied to 

leaf disease detection namely Convolutional Neural Networks 

(CNNs): CNNs are usually applied for image categorization 

tasks. It can learn and extract features automatically from leaf 

images, making them suitable for disease recognition, Transfer 

Learning (TL) [7, 8]: This technique involves using pre-

trained CNN methods on large image datasets and adjusting it 

for specific leaf disease classification tasks. It reduces the need 

for extensive training data and can improve performance, 

GAN [9]: It can generate synthetic images resembling real leaf 

disease samples, augmenting the training data and improving 

the model's ability to generalize, Recurrent Neural Networks 

(RNNs) [10, 11]: RNNs, specifically LSTM networks, can 
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analyze sequential data like time series information on disease 

progression or environmental factors affecting plant health. 

However, in this work, Leaf disease prediction can be 

improved by combining using these techniques namely GAN-

LSTM-CatBoost methods that are fine-tuned using nutcracker 

optimization. The GAN model generates synthetic leaf disease 

samples, the LSTM model analyzes disease progression over 

time, and the CatBoost technique enhances classification 

capabilities. Then the Fine-tuning of hyperparameters is 

processed with nutcracker optimization to provide an optimal 

model's performance. This integrated approach aims to 

increase the precision and reliability of leaf disease prediction 

systems. This proposed approach resulted from more precise 

and robust predictions in leaf diseases, ultimately aiding in 

effective plant health management and agricultural practices. 

 

 

2. RELATED WORKS 

 

In their research, Lanjewar and Panchbhai [12] utilized a 

CNN model to accurately predict tea leaf disease by attaining 

remarkable accuracy across validation, training, and test 

datasets. It also explored the performance of other deep CNN 

models such as Xception, ResNet50, and NASNetMobile for 

tea leaf disease detection, evaluating their effectiveness using 

methods like multi-fold cross-validation and confusion matrix. 

Bouni et al. [13] focused on identifying tomato leaf disease 

by employing a DCNN and transfer learning. It utilized 

different CNN backbones including AlexNet, VGG-16, 

ResNet, and DenseNet. Through comparison using 

optimization methods such as Adam and RmsProp, it showed 

that the DenseNet model with RmsProp optimization reached 

the highest precision of 99.9%. 

To enhance the reliability of measurements, Mahesh et al. 

[14] employed the mobilenetv2 architecture to diagnose leaf 

diseases. This work evaluated the performance of their 

proposed model by conducting evaluations on Imagenet 

classification, object detection, and picture segmentation and 

attained a 95% accuracy in identifying various plant diseases. 

In their study, Bhandari et al. [15] aimed to identify 9 

different infectious diseases in tomato leaves, along with 

healthy leaves. It uses the EfficientNetB5 model with a tomato 

leaf disease dataset, reaching impressive average accuracies of 

99.84%±0.10% in training, 98.28%±0.20% in validation, and 

99.07%±0.38% in testing over 10 cross-folds. 

Adem et al. [16] developed a hybrid method of DL such as 

Faster R-CNN, SSD, VGG16, and Yolov4 for disease 

diagnosis and severity identification. It is trained and tested 

these models using 1040 images. This model attained a 

classification accuracy rate of 96.47% with their most 

successful method. 

In some cases, a novel concept utilizing a 3D 2D CNN is 

introduced by Stephen et al. [17] for feature extraction and an 

optimized deep GAN with an improved backtracking search 

(IBS) algorithm for classification. Their integrated 3D2D 

DCNN effectively extracted features related to rice diseases, 

achieving an improved accuracy of 98.7%, surpassing existing 

techniques. 

In another work, a shuffled shepherd social optimization 

(SSSO) technique for leaf disease classification is presented 

by Daniya and Srinivasan [18]. This method used a deep 

maxout network for classification and LSTM to attain a 

severity percentage detection of 7.24% which has the highest 

accuracy compared to existing techniques. 

Aufar et al. [19] developed a leaf disease classification 

based on various neural network methods namely 

InceptionResNetV4, ResNet50, DensNet169, and 

MobileNetV2. These methods are used to optimize the 

classification accuracy. This work has an 80:10:10 ratio for 

validation, training, and testing data. In their result, the 

InceptionResnetV2 methods achieved the highest accuracies 

of 100% respectively. 

To overcome the limitations of insufficient dataset samples, 

Ashwini and Sellam [20] presented a pre-processing method 

for corn leaf disease. Classification The Ebola optimization 

search (EOS) method is used to decrease the classification 

errors in their 3D-CNN model. The result of this work is 

improved with a higher accuracy with the support of the EOS 

model. These test results were conducted to demonstrate the 

efficacy of the model. 

Yang et al. [21] presented an adversarial training method 

that has a collaborative multi-path feature aggregation network 

to predict a leaf disease. Their method included its module 

divided into various paths such as enabling feature extraction 

and long-range data. Their method achieved a 99.50% average 

precision rate on the Plant Village dataset and validated its 

effectiveness in prediction. 

Lastly, Stephen et al. [22] presented several CNN models to 

categorize and identify healthy and diseased leaves like Brown 

spot, Leaf Blast and Hispa. Firstly, it used ResNet50 and 

ResNet34 to avoid gradient vanishing issues. Therefore, the 

self-attention ResNet34 model achieved a higher accuracy of 

98.54% than other CNN methods. 

 

 

3. PRELIMINARIES 

 

The proposed method integrates the various DL models 

namely GAN, LSTM, and CatBoost. In this work, the GAN 

method is used to generate realistic data, LSTM is used to 

capture a sequential dependency, and CatBoost to handle an 

efficient categorical feature handling. Based on this 

combination, the proposed method attained a higher 

performance and accuracy in leaf disease prediction. This 

hybrid DL model presents exciting opportunities to address 

complex tasks and increase the boundaries of DL capabilities. 

The basic idea of three methods is given in the following: 

 

3.1 GAN model 

 

The GAN method is a DL technique that consists of both a 

generator and a discriminator. The generator module ‘G’ 

produces synthetic data samples, such as images or text, while 

the discriminator ‘D’ component classifies the real and fake 

samples. These modules are trained in a competitive manner, 

where the ‘G’ module aims to generate realistic samples to 

deceive the discriminator which aims to precisely categorize 

the samples. This training process allows the generator to 

enhance and produce realistic data gradually. 

The generator network provides an input random noise and 

creates synthetic data samples. Initially, random and 

meaningless samples are generated. In the training process, the 

generator trained a sample which is used to resemble the real 

data by mapping the noise input to the target data distribution. 

The discriminator network also acts as a binary classifier. 

This network has provided real data samples from the training 

set and generated samples as input and learns to differentiate 

among them. It is used to classify the real data perfectly as real 
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and the generated data as fake. 

The GAN model is achieved through an adversarial loss 

function. The generator network is used to reduce this loss 

function, while the discriminator has to maximize it. The 

optimization method involved a weight updating of both 

networks through backpropagation, allowing it to learn and 

enhance it iteratively. 

 

3.2 LSTM model 

 

The LSTM model is based on RNN architecture and that 

solves all the limitations of RNN. That is the long-term 

dependencies captured in sequential data. It is constructed 

specifically to retain and utilize data over extended sequences 

to enable effective sequential data analysis. 

The LSTM network comprises the memory cell that 

incorporates distinct gates that regulate information flow and 

also it has several gates like a forget gate, an input gate, and 

an output gate. 

The first gate is used to manage the new data in the memory 

cell. Also, the forget gate is used to evaluate the retention or 

dismissal of data from the previous time step. The output gate 

is used to control the selection of information to be output from 

the memory cell. By varying the data flow through these gates 

selectively, LSTMs are used for capturing and remembering 

intricate dependencies within sequential data. This model has 

the capability to process a sequential pattern which has proven 

valuable in various tasks. Ongoing research and advancements 

are presented to enhance the LSTM method and explore its 

potential across diverse areas of DL and data analysis. 

 

3.3 CatBoost model 

 

CatBoost or the Categorical Boosting model is one of the 

significant gradient boosting algorithms that are specifically 

constructed to control categorical features in learning tasks. It 

incorporates an innovative algorithm called "ordered 

boosting" to efficiently process categorical variables without 

requiring extensive preprocessing. It handles categorical 

features by sorting them in a numerical order based on the 

target variable's statistics for each category. This approach 

enables CatBoost to effectively utilize categorical information 

during the training process. 

It combines decision trees as weak learners to create a 

stronger predictive model and also builds decision tree 

ensembles, where each subsequent tree corrects the mistakes 

made by the preceding trees. By utilizing gradient-based 

optimization techniques, CatBoost ensures efficient and 

accurate model training. 

It has a key feature that has the ability to automatically 

handle missing values within the data. It can effectively handle 

missing data points during the training phase without requiring 

explicit imputation or handling strategies. Also, it has the 

ability to handle categorical features efficiently, and combined 

with its high predictive accuracy, it makes it a popular choice 

for tackling real-world DL problems. 

 

 

4. MATERIALS AND METHODS 

 

This section carried the proposed workflow that is given in 

Figure 1 which comprises the Input datasets, Pre-processing, 

Proposed Nutcracker optimized LSTM-GAN-CATBOOST 

model and performance Evaluation respectively. This section 

explains every block in detail in the following. 

 

 
 

Figure 1. Proposed leaf disease detection system  

 

4.1 Dataset description 

 

In this particular research, a dataset is obtained from the 

Plant Village dataset. This dataset has 18,161 tomato leaf 

images and leaf mask segmentation [23]. These images are 

employed for both segmentation and classification training. 

The dataset was divided into ten distinct classes, with 1 healthy 

leaf and the remaining 9 depending on various unhealthy 

conditions such as bacterial spot, leaf mould, early blight, 

septoria leaf spot, two-spotted spider mite, target spot, late 

bright mould, yellow leaf curl virus and mosaic virus. The 

unhealthy classes are also classified into bacterial, fungal, 

viral, mite and mould diseases. The proposed model is coded 

in Python 3.7.0 with the supporting DL packages of 

TensorFlow, sklearn and boost model packages. 

 

4.2 Pre-processing 

 

It is a process of preparing the dataset to adjust and manage 

an input image using a few essential steps known as image pre-

processing. Once the image dataset is provided, techniques 

like resizing, cropping, normalization, colour space 

conversion, filtering, enhancement, augmentation, histogram 

equalization and feature extraction are processed. These 

techniques are used to serve the image standards to eliminate 

an undesired variation. It has been attained an enhancing 

significant feature and augmenting the dataset in it. The 

application of image pre-processing refines the input data to 

improve its model training and performance in capturing 

patterns and attaining accurate detection. 

After the pre-processing stage, the data are divided into 

training and testing samples. The training set comprises 3/4th 

of the data the remains 1/4th is used for testing. The proposed 

optimized Hybrid model is employed for classification in both 

the training and testing phases. This ensures the reliability of 

the predictions and the effectiveness of leaf disease detection. 

 

4.3 Training phase 

 

Optimised Hybrid GAN-LSTM-CAT Boost Model 

The LSTM-GAN-CATBOOST algorithm consists of two 

sub-models: LSTM-GAN and Dis1-CATBOOST. The first 

sub-model, LSTM-GAN, is trained using a dataset containing 

normal class samples. It combines the power of LSTM and 

GAN techniques to extract features from time series data [24]. 

The LSTM component captures temporal dependencies, while 

the GAN component generates synthetic samples with similar 

features as the normal class data. The LSTM-GAN model 

consists of a ‘G’ and a ‘D’ module. 

The generator takes Gaussian noise as input and provides 

synthetic samples that resemble the normal class data. The 

discriminator, on the other hand, aims to differentiate between 

real and produced samples. It is trained to categorize the 
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generated samples as false; while the ‘G’ module aims to cheat 

the ‘D’ module into classifying the Real data are produced 

samples. The training data used for LSTM-GAN consists of 

the normal class dataset. 

Once training is complete, the generator produces generated 

samples that possess similar features to the training data of 

normal classes. The discriminator becomes proficient in 

extracting these features and distinguishing between normal 

and abnormal data samples. The LSTM-GAN training 

architecture is illustrated in Figure 2. 

From Figure 2, the discriminator consists of Dis1 and Dis2 

where Dis1 extracts 128 features from sample information of 

time series while Dis2 is the discriminator’s final layer. It 

exports an abnormal score based on the relationship between 

extracted features. The Dis1 feature extractions are used to 

train the second sub-model like Dis1-CATBOOST [25]. 

The generator and discriminator’s hierarchical structures 

are depicted in Figure 3. The generator primarily consists of 

three convolutional layers, while the discriminator 

incorporates one LSTM layer and three convolutional layers 

respectively. 

Within the LSTM-GAN architecture, various layers and 

techniques are employed. LeakyReLU layers facilitate 

learning by utilizing the Conv1D layer's multidimensional 

features extraction from time series data, inverse neurons 

gradient and the LSTM layer captures temporal information. 

BatchNormalization layers ensure that the inputs to each layer 

preserve a consistent distribution, aiding in the training 

process. Dropout layers are utilized to prevent overfittings in 

it. 

 

 
 

Figure 2. Training of LSTM-GAN 

 
 

Figure 3. (a) Generator structure (b) Discriminator structure 

 

In the proposed model, to reach an optimal result in the 

training set of the LSTM-GAN model, the hyperparameters of 

LSTM-GAN are finetuned using the Nutcracker optimization 

method. 

 

NutCracker Optimization Technique 

This method is motivated by the behavior of nutcracker 

birds. It aims to solve optimization issues by mimicking the 

foraging behavior of these birds. This method has to provide 

an iterative search for the best solution. The nutcracker birds 

crack nuts using a process like cracking and pecking actions. 

The exploration and exploitation phases are evaluated based 

on these behaviors in optimization issues. 
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This optimization model is applied for a hyperparameter 

tuning of LSTM-GAN models. Hyperparameters are crucial 

settings that have the behaviour and performance of the model. 

The optimal parameters are achieved using the 

hyperparameters which is a challenging task in it. This process 

is attained a greater impact on the LSTM-GAN model’s 

effectiveness. 

This model has to perform an exploration and exploitation 

phase in the search space efficiently. The hyperparameters of 

the LSTM-GAN model are the Number of LSTM layers, 

hidden layer, dropout rate, learning rate, batch size, Number 

of training iterations, loss function and optimizer etc. that are 

used in this model. Every nutcracker explores a specific 

combination of hyperparameters, similar to how a nutcracker 

bird selects a nut to crack open. 

During the exploration phase, the nutcrackers evaluate their 

hyperparameter performance by evaluating the LSTM-GAN 

model. The performance is measured using an accuracy or 

loss. The nutcrackers aim to improve their performance by 

searching for better hyperparameters iteratively. It can be 

mathematically modelled as follows: 

 

𝑥i,j
𝑃1𝑠1 = 𝑥i,j + 𝑟 𝑎𝑛𝑑(𝑀i,j − 𝐼i,j𝑥i,j)  i=1,2..N (1) 

 

𝑥i,j
𝑃1𝑠1 is a position of the i th nutcracker where a rand is a 

random number that varies from zero to 1. M represents the 

one member, j is the dimension, and Ii,j are random numbers 

that vary from one to two. 

In the exploitation phase, the nutcrackers exchange data and 

knowledge gained from their exploration. It is used to explore 

promising regions in the hyperparameter space and potentially 

provide better solutions. By combining this learning process, 

the nutcrackers can exploit the best hyperparameter 

configurations. Based on it, the hyperparameter tuning 

performs mutation and crossover functions. These 

mechanisms introduce diversity and enable the exploration of 

different hyperparameter combinations, preventing the 

algorithm from getting stuck in suboptimal solutions. It can be 

mathematically modelled as follows: 

 

𝑥i,j
𝑃2𝑠1 = {

𝑥i,j + 𝑟𝑎𝑛𝑑(𝑥𝑘,j − 𝐼𝑥i,j), (𝐹𝑘 < 𝐹i)

𝑥i,j + 𝑟𝑎𝑛𝑑(𝑥i,j − 𝑥k,j), 𝐸𝐿𝑆𝐸
 (2) 

 

where, 𝑥i,j
𝑃2𝑠1 is the new position of nutcracker. Where rand is 

a random number that varies from zero to one. 

By iteratively applying the Nutcracker Optimization 

Method [26] and evaluating the LSTM-GAN model with 

different hyperparameter sets, the optimal hyperparameters 

are generated for the specific task or dataset that is shown in 

Algorithm 1. 

 

Algorithm 1: NutCracker Optimization-based LSTM-

GAN model 

 

Step 1: Set the population size, and maximum iterations, 

and define the search space for hyperparameters. 

Step 2: Initialize a population of nutcrackers with random 

hyperparameter configurations. 

Step 3: Evaluate the fitness of each nutcracker's 

hyperparameters using the LSTM-GAN model on training 

data. 

Step 4: Keep track of the nutcracker with the best fitness 

(highest performance). 

Step 5: Iterate for a specified number of iterations: 

a. Perform local search operations to exchange information 

among nutcrackers. 

b. Introduce diversity through mutation and crossover to 

maintain exploration. 

c. Update the nutcracker fitness using population and 

process Eq. (1) and Eq. (2) iteratively. 

d. Choose the best fitness. 

Step 6: Return the hyperparameters with the best fitness as 

the optimized configuration. 

It can significantly improve the performance of the LSTM-

GAN model effectively. In the training phase, the LSTM-

GAN-CATBOOST algorithm employs the optimized LSTM-

GAN model for feature extraction and generation of synthetic 

samples. The CATBOOST algorithm applied as Dis1-

CATBOOST performed features extracted by the 

discriminator to classify time series data. The hybrid of LSTM, 

GAN, and CATBOOST provides an accurate classification 

and time series data analysis to enable abnormal leaf detection. 

Dis1-CATBOOST 

This model serves as the LSTM-GAN-CATBOOST model 

as a second sub-model for leaf disease prediction. It relies on 

the discriminator-trained Dis1 from the first sub-model. The 

training process and data preprocessing for Dis1-CATBOOST 

are described below. 

The Dis1-CATBOOST training set is depicted in Figure 4. 

To address the classification imbalance problem, the dataset is 

preprocessed in a way that abnormal data and normal data can 

each account for 50% of the samples. These samples are fed 

into Dis1 to attain two feature sets: feature Set 1 for normal 

data and feature Set 2 for unusual data. Mutually feature sets 

consist of 128 dimensions. The labels for normal data are set 

to 0 (label set 1), while the labels for abnormal data are set to 

1 (label set 2). Label Set 1, Feature Set 1, Label Set 2 and 

Feature Set 2 are used as CATBOOST training datasets. The 

objective is to train CATBOOST to accurately classify normal 

and abnormal samples. Therefore, the feature extraction 

performed by Dis1 on abnormal and normal data plays a 

crucial role in constructing CATBOOST. These extracted 

features are used as input for CATBOOST, enabling effective 

classification. 

 

 
 

Figure 4. Dis1-CATBOOST training set 

 

 

5. TESTING PHASE 

 

After training the proposed models, the proposed model is 

performed in a testing phase that is given in Figure 5. The 

proposed work aimed to obtain detection results and evaluate 

time series data as abnormal scores. In Figure 5, the testing 
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data features are extracted and used as input for the generator 

to reconstruct the data. 

 

 
 

Figure 5. Testing process of hybrid model 

 

The restored data and the original data of RMSE are 

evaluated as the reconstruction residual (RR), while the MAE 

validated the RR’s abnormal values and the testing data serves 

for the discriminator as the discrimination loss. 

For normal test data, both the discrimination loss and RR 

theoretically have values of 0. However, for abnormal test 

data, the RR is greater than 0 and the loss of discrimination is 

1. To balance the loss and RR, it provided a parameter called 

alpha (α) with a value of 0.5. The discrimination loss and RR 

are combined using α as a weight to generate a leaf disease 

detection score. When this score exceeds the threshold, 

denoted as beta (β) as 0.5, the test data is classified as irregular 

leaf disease prediction. Therefore, the proposed method has 

achieved the leaf disease prediction based on time series data. 

Importantly, the β and α are parameters that mutually influence 

each other and impact the prediction results. 

 

 

6. EXPERIMENTAL RESULT 
 

The performance evaluation and comparison of the 

proposed optimised Hybrid model are presented in this 

section. The leaf disease prediction is performed with 

effectiveness by using this proposed approach with metrics 

precision, Recall, F1 score, specificity, RMSE and MAE 

respectively. 

Precision: It is termed as the proportion of true positive (TP) 

to the sum of true positive and false positive predictions (FP): 

 

Precision (P) = TP/(TP + FP) (3) 
 

Recall: It also known as sensitivity or TP rate, quantifies the 

model's capability to correctly identify positive instances. It is 

computed as the ratio of TP to the sum of TP and false negative 

(FN): 

 

Recall (R) = TP/(TP + FN) (4) 

 

F1 Score: It is a metric that mixes ‘P’ and ‘R’ rates into a 

single value that gives a balanced measure of the model's 

performance using an equation: 

 

F1 Score = (2 ∗ P ∗ R)/(P + R) (5) 

 

Specificity: It measures the ability to correctly identify 

negative instances with a true negative (TN) to the sum of TN 

and FP that is given in the equation: 

 

Specificity = TN/(TN + FP) (6) 

 

RMSE: It is an evaluation metric used to assess the accuracy 

of continuous prediction models. It measures the average 

magnitude of the differences among actual and predicted 

values of leaf disease across all instances using an equation: 

 

RMSE = √
1

n
∑(da

′ − da)2

n

a=1

 (7) 

 

MAE: It is another evaluation metric that measures the 

average of the absolute differences among actual values and 

predicted values of leaf disease across all instances using an 

equation: 

 

𝑀𝐴𝐸 = √
1

𝑛
∑|𝑑𝑎

′ − 𝑑𝑎|2

𝑛

𝑎=1

 (8) 

 

where, 'n' represents the total number of instances, and 𝑑𝑎
′  

represent the predicted and 𝑑𝑎 denotes an actual value of leaf 

disease, respectively. 

Accuracy: It measures the overall correctness of predictions 

made by a model. It represents the percentage of instances that 

were correctly classified out of the total number of instances.  

Table 1 presents an analysis of different approaches used 

for leaf disease prediction, along with their corresponding 

evaluation metrics. The proposed model outperformed all the 

techniques with its excellent performance across all metrics. 

In terms of error metrics given in Figure 6, the proposed model 

exhibits a low root mean square error (RMSE) of 1.56, 

indicating a minimal average magnitude of errors between the 

predicted and actual values. Similarly, the mean absolute error 

(MAE) is also low at 1.35, further affirming the accuracy of 

the predictions. 

From Figure 7, the proposed model achieves an exceptional 

precision of 98%, indicating that a high percentage of the 

instances predicted as positive by the model are indeed correct 

(Figure 8(a)). Additionally, it achieves a recall of 97.2%, 

accurately identifying a significant portion of the actual 

positive instances (Figure 8(b)). The F1 score is used to 

represent a balance between precision and recall, is 

impressively high at 98.3%, showcasing the overall accuracy 

of the proposed model in classifying positive instances (Figure 

8(c)). Furthermore, the proposed model demonstrates a 

specificity of 97.5%, correctly identifying a large proportion 

of the actual negative instances (Figure 8(d)). With an 

accuracy of 98.6%, the model showcases its ability to 

accurately classify a vast majority of all instances (Figure 

8(e)). 

Comparatively, when compared to other techniques such as 

GAN, LSTM, RNN, CATBOOST, XGBOOST, CNN, and 

SVM, the proposed optimized hybrid LSTM-GAN-

CATBOOST model consistently outperforms them in terms of 

precision, recall, F1 score, specificity, accuracy, RMSE, and 

MAE. These results highlight the effectiveness and reliability 

of the proposed model in predicting leaf diseases with high 

accuracy and minimal error.
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Table 1. Comparison of the proposed model with other models 

 
Techniques Precision (%) Recall (%) F1 Score (%) Specificity (%) Accuracy (%) RMSE MAE 

Proposed 98 97.2 98.3 97.5 98.6 1.56 1.35 

GAN 96.2 96 95.5 94 97.2 2.3 2.66 

LSTM 95.5 95 94.2 93.2 97 2.8 3.2 

RNN 94 93.2 92.6 92.6 95.3 3.2 3.45 

CATBOOST 93.4 91 90 91.8 94.5 3.5 3.9 

XGBOOST 92 90 89.8 88.5 92 4.2 4.6 

CNN 90 89.5 88 86 90.5 4.8 4.93 

SVM 89 88 86.5 85 88.5 5.5 5.89 

 

  
  

Figure 6. Performance metrics based on leaf disease 

prediction 

Figure 7. Performance metrics of error evaluation 

 

  
(a)  

 (b) 

  
(c) (d) 
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(e) 

 

Figure 8. Performance chart for metrics a) precision, b) Recall, c) F1 score, d) Specificity, and e) Accuracy 

 

 

7. CONCLUSION 

 

The leaf disease detection is presented using a hybrid model 

of LSTM-GAN and CATBOOST algorithms to achieve an 

efficient leaf disease prediction. The proposed method used a 

nutcracker optimization that used to fine-tune the LSTM-GAN 

model’s hyperparameters to achieve an optimal value in 

detection. Next, the training model has to perform a 

CATBOOST algorithm for improved classification 

performance. The performance results of the proposed model 

are validated and evaluated in leaf disease prediction. The 

experimental result proposed has achieved precision, recall, F1 

score, specificity, accuracy, RMSE, and MAE values of 98%, 

97.2%, 98.3%, 97.5%, 98.6%, 1.56, and 1.35, respectively. 

This result showed that the proposed method outperforms 

other traditional techniques such as GAN, LSTM, RNN, 

CATBOOST, XGBOOST, CNN, and SVM respectively. The 

experimental result showed that the proposed method has 

achieved a better result than other traditional techniques such 

as GAN, LSTM, RNN, CATBOOST, XGBOOST, CNN and 

SVM respectively. The proposed model attained high 

accuracy, reliability and low error in detecting leaf diseases 

effectively. For future enhancements, further research can 

focus on expanding the application of the proposed approach 

to different crop species and leaf disease types. Additionally, 

the exploration of additional optimization techniques and 

ensemble models could potentially enhance the predictive 

performance even further. Overall, continuous improvements 

and advancements in leaf disease prediction techniques are 

crucial for ensuring crop health and agricultural productivity. 
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