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Nowadays continuous monitoring of public and private environments through Closed-

Circuit Television (CCTV) is at peak attention. The identification and reporting of 

suspected human activity is crucial for the safety and security of the individuals and their 

belongings. Many researchers have provided numerous solutions for automated activity 

monitoring with CCTV and machine learning applications. But these models are 

struggling to provide high accuracy with real-time detection and triggering alert systems 

in a dynamic environment. The proposed model addresses these issues with a combined 

approach of convolutional and recurrent neural networks (Inception V3 and Bidirectional 

Long Short-Term Memory (BiLSTM)) with an attention mechanism to classify videos. 

This proposed model uses the strength of the Inception V3 network to extract spatial 

features from video frames, and the BiLSTM network processes these features in a time-

dependent manner to the identification of suspicious human activities. Also, the attention 

mechanism added to proposed system to focuses on the most significant spatiotemporal 

variables for violence detection. This deep learning model is designed to extract 

spatiotemporal features and thus can extract complex patterns in human motion robustly. 

This model is trained with publicly available dataset to analyze the performance with 

accuracy in a dynamic environment. The proposed deep-learning model effectively 

identifies and categorizes numerous suspicious behaviors in real-time by scrutinizing 

video sequences. The performance analysis proves that the proposed model efficiently 

detects activities like loitering, aggressive behavior, and unauthorized access. This 

automated surveillance system strengthens security in homes as well as other public and 

private environments.  
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1. INTRODUCTION

The development of automated human activity monitoring 

through Closed-Circuit Television (CCTV) is in high demand 

for the safety and security of individuals and their belongings. 

The detection of anomalous human behavior is a challenging 

task due to varying environmental conditions in public and 

private places. The method for detecting suspicious human 

activities in residential and public areas addresses the need for 

increased safety and security of individuals [1]. With the 

increase in CCTV installation at residential and public places, 

there is a significant opportunity to use this infrastructure to 

implement proactive safety measures. However, the traditional 

security methods hampered the expected security by a lack of 

real-time monitoring, resulting in missed possibilities for 

timely intervention during suspicious activities like loitering, 

aggressive behavior, and unauthorized access [2]. Current 

methods of detecting suspicious activities and public safety 

have relied mainly on manual monitoring, which is time-

consuming, highly vulnerable to human mistake and delayed 

responses.  

The existing automated techniques frequently failed to give 

real-time alerts and relied on computationally heavy and 

expensive frameworks [2]. Recent security measures in this 

regard have led to very rapid growth of surveillance systems 

to improve security. Most of the surveillance systems 

characterize human activities as the ‘normal’ or the ‘abnormal’. 

The traditional modes of surveillance are based on manual 

observation and become complex and require significant 

human interaction hence they are time-consuming and likely 

to contain errors. Surveillance systems have evolved 

significantly with advancements in deep learning, enabling 

real-time detection of anomalous human behavior. However, 

existing approaches often falter in dynamic and unstructured 

environments where factors like occlusion, lighting variability, 

and complex human-object interactions challenge model 
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performance. To address such challenges, new system is 

proposed using deep learning techniques. 

Spatiotemporal feature extraction has emerged as a 

promising direction, leveraging spatial and temporal 

dimensions for deeper context understanding. Despite its 

potential, its integration into real-time systems remains 

underexplored, particularly in dynamic, high-traffic scenarios. 

Convolutional, neural Networks or CNNs are among the most 

successful models, especially in the area of computer vision, 

particularly image and video. It provides the solution on major 

research gap of improving robustness and accuracy with 

ensemble-based of surveillance systems under varying 

environmental conditions. Firstly, extracted frames are passed 

through an Inception Network which is a convolutional neural 

network (CNN) model designed to extract important features 

from the input images (frames). It identifies relevant patterns 

in the frame like objects, textures, and other details. Secondly, 

it uses Bidirectional Long Short-Term Memory (BiLSTM) 

networks which are specialized for processing sequences, 

making them ideal for analyzing the temporal dynamics of the 

video, such as detecting actions or events that unfold over time. 

BiLSTM’s superior ability to recognize patterns makes it 

suitable to the human activity classification problem. But if 

they are incorporated into CNNs one can generate highly 

effective automatic systems for the constant analysis of 

voluminous video and identification of prohibited activities. 

To improve the temporal feature extraction process, an 

attention mechanism to the BiLSTM network was added. 

The proposed system aims to implement a deep leaning 

based technique (CNN+RNN) to address the task of detecting 

malicious behaviors of humans in surveillance videos. This 

proposed model provides more efficient anomalous activity 

detection and provides an efficient solution for improving the 

existing security systems in public spaces, transport structures, 

and other premises. This model focuses on spatiotemporal 

dependencies to identify human movements and activities. 

The first section introduced the basic concept of human 

activities’ classification and the methods developed earlier. 

Second section provides a comprehensive overview of the 

existing solutions and the challenges which motivated the 

development of the proposed system. Third section provides 

the materials and methodology used in the model. The next 

sections are validation, results discussion and conclusion. 

 

 

2. LITERATURE REVIEW 

 

There is a vast literature in the area of information analysis 

and human research. Some of the Human Detection and 

Recognition are classification, tracking, behavior analysis and 

object/motion detection. The following tools are typically used 

in the observation method: Thermal and CCD cameras and 

equipment for use at night. 

This is especially so in cognitive games where we need to 

identify people (actors) for analysis, and person recognition 

suits this purpose well. Many articles are created with the 

target audience as the primary focus. The concept that employs 

walking lines and face characteristics. In addition, for analysis, 

they used the curvature-based matching approach (CBM) [3]. 

The authors wrote about the application of optical flows for 

object detection [4]. Further, he outlined the key processes 

involved in video surveillance. The application of the Hidden 

Markov Model (HMM) for human activity recognition from 

video [5]. To represent human behavior, they employed a 

stochastic sequence of activities. The application of silhouette 

directionality for human activity recognition. It is presented in 

this work as a nonintrusive human activity recognition method 

[6, 7]. From the input movies, they reconstruct motion 

information and generate silhouettes (foreground) using the 

dynamic background-foreground separation method [8]. 

Many scholars have proposed a variety of techniques for 

recognizing human activities. A blob feature-based approach 

provides a method for detecting human activity in videos in 

their research study [9]. To extract the foreground elements in 

the video sequence, they employ background subtraction. 

Current surveillance systems do not recognize these terms 

because they are based on old technology. The ESMD 

Framework has been put forward to enhance current systems 

for detecting malicious conversations. It does this by 

expanding short-form words into full words and then 

categorizing the type of crime mentioned [10]. These aspects 

raise questions about the risks that may be associated with 

overt suspicious behavior. As crime rates have increased in 

urban and suburban regions, such activities should be detected 

to minimize such occurrences. 

Surveillance in the past was done physically by people 

which was tiresome because suspicious activities were rarely 

or less than normal operational activities. However, with the 

coming of intelligent surveillance systems, different methods 

of surveillance have been established. Two scenarios that 

could pose a significant risk to human life if overlooked: 

recognizing possible gun-related offenses and detecting left 

luggage in videos [10]. The possibility of gun-related crimes 

and abandoned baggage in the video footage examined with 

the use of machine learning and deep learning methodologies 

[11, 12].  

In video systems human activity detection is a technique of 

processing clips of a video and deciding which activities to 

incorporate in the movie. It is one of the growing fields in 

computer vision and artificial intelligence. The act of 

searching for undesirable human actions in specific 

environments and conditions is called suspicious activity 

recognition. To do this, the video is divided into frames and 

the subjects inside the processed frames are analyzed for their 

actions. Because human bodies are soft and can change their 

size and form at any given time, detecting humans has always 

been a problem. Face recognition and detection are difficult in 

indoor and outdoor environments due to various issues such as 

inadequate illumination and dynamic movements in the 

environment. Suspicious behaviors, such as breaking locks 

and stealing bags, can be detected by our system through 

YOLOv3. It provides efficient analysis and identification [13]. 

The convolutional layers which are capable of identifying and 

recognizing objects, especially in images, as demonstrated by 

recent applications of anomaly detection. Convolutional 

neural networks, on the other hand, are supervised and need to 

be labeled input for learning. The spatiotemporal architecture 

that may be used to detect suspicious activity in films, even in 

busy environments. Determine the characteristics or actions 

that are relevant to distinguishing between normal and 

questionable activity using space and spatial feature extraction. 

They have experimented performance of their model on the 

Avenue, Subway, and UCSD benchmark datasets show that at 

high speeds of up to 140 frames per second [14]. 

In another study the researchers divided the video into 

separate image frames to look for any odd behavior in the 

movie. It was also demonstrated that under sampling the k-

space data using quick and multiclass dictionaries could lead 
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to significant improvements in the reconstructed image in 

magnetic resonance imaging. In magnetic resonance image 

reconstruction, a fast-orthogonal dictionary learning method is 

used for building sparse descriptions of images as described 

by previous study [7]. Video sensor systems that track human 

movement might be employed in biological and medical 

applications. Another research work presented a method to 

identify six abnormal behaviors from everyday activities of 

humans: They include; forward fall, backward fall, chest 

discomfort, fainting, vomiting and headache [10]. Those 

showing only the initiations of activity are employed in a 

statistical method termed “human activity anticipation”, aimed 

at determining further continuing activities. This is not to 

classify completed activities after the fact, but rather to detect 

when some operation has not been completed fully. 

Methodologies for activity prediction are especially 

important for surveillance systems, which are needed to stop 

criminal activities and harmful behaviors [15, 16]. 

Additionally, video surveillance relies heavily on the early 

detection and prediction of human behavior. For example, by 

identifying illegal conduct beforehand to avoid unfavorable 

consequences. They used a Spatial-Temporal Implicit Shape 

Model to characterize the sparse local data gathered from a 

video in terms of spatiotemporal structure. Matching patterns 

using BiLSTM enables early detection of human activities [17]. 

Some previous studies often struggle with real-time 

processing, handling dynamic environments, and robust 

spatiotemporal feature extraction [18, 19]. Most approaches 

focus on static scenes and lack scalability. Our model 

addresses these gaps by leveraging deep learning for efficient 

real-time anomaly detection, integrating spatiotemporal 

features for higher adaptability to dynamic scenarios. 

To spot possible firearm-related crimes and cases of 

unattended baggage in surveillance videos, another technique 

utilizes a deep neural network model to recognize handguns in 

images and a machine learning and computer vision system to 

identify abandoned luggage [20, 21].  

 

 

3. PROPOSED WORK 

 

The proposed architecture is based on convolutional and 

recurrent layers to classify suspicious human activities from 

surveillance videos for safety and security of individuals and 

their belongings.  

 

3.1 Datasets 

 

The dataset used in this study is a selected subset of the 

KTH Human Motion Dataset, a well-known standard for 

human activity recognition tasks [22]. The dataset used in our 

experiment is divided into two categories: violence and 

nonviolence, with a total of 2000 video clips in.avi format. 

Each video clip is very brief, lasting several seconds, and 

sampled at a frame rate of 25 frames per second (fps), making 

it ideal for evaluating spatiotemporal patterns in human 

movements. 

The Violence folder contains 1000 video clips that primarily 

feature situations of physical aggressiveness, such as boxing 

and street fighting. These violent sequences feature a variety 

of fighting actions, including hand-to-hand combat (fists and 

other physical altercations) that resembles real-life street 

violence. These videos use various angles and surroundings to 

replicate real-life violent scenarios. The emphasis on fistfights, 

particularly boxing, gives a clear and regulated set of 

aggressive movements, making this subset suitable for training 

models to recognize violent activity. 

The Non-Violence folder contains 500 clips of common 

human activities like walking, jogging, and other non-

aggressive actions. These clips were chosen to contrast with 

the violent activities by showing peaceful, regular behaviors. 

These activities, like as walking and jogging, are simple and 

consistent, allowing models to learn key traits that distinguish 

nonviolent from violent behavior. The sample data classes 

images are shown in Figure 1 and Figure 2, represent sample 

images of group activities. 

 

   
Criminal Activity Suspicious Activity Safe Activity 

 

Figure 1. Sample data classes images 

 

 
 

Figure 2. Group of various activities 

 

3.2 System architecture 

 

The proposed system architecture is shown in Figure 3. This 

model is mainly divided in two phases. The first phase is 

designed with deep learning architecture that included 

Inception V3 network which eliminates the high-level features 

of the images and simplify the information process and used 

for spatial feature extraction. A Second phase is designed with 

Bidirectional Long Short-Term Memory (BiLSTM) networks 

which specialized for capturing the temporal dynamics of the 

videos. The model also includes an attention mechanism, 

which focuses on the most significant spatiotemporal variables 

for violence detection. 

 

 
 

Figure 3. Video classification architecture 
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3.3 Data acquisition and preprocessing 

 

The first step involves capturing video data from 

surveillance cameras that are fixed at various parts of the 

environment that have been deemed open space, transportation 

means, and other places. This video data becomes the input of 

the system, as further illustrated in the next videos on this page.  

 

3.3.1 Preprocessing steps include: 

Frame extraction: a process of partitioning the quantized 

footage into sections coming from the video frames. 

Normalization: standardization, which involves bringing 

pixel values into a standard range of 0 to 1, is another 

commonly used feature pre-processing technique. 

Data augmentation: augmentation involves flipping, 

rotation, scaling, cropping, and others to make the training 

data set more diverse and thereby minimize overfitting. 

 

3.4 Spatial feature extraction using Inception V3 

 

The extracted frames are passed through an Inception 

Network as illustrated in Figure 4, which is a convolutional 

neural network (CNN) model designed to extract important 

features from the input images (frames). Inception V3, a 

convolutional neural network pre-trained on the ImageNet 

dataset, to extract spatial features. Inception V3 is well-known 

for efficiently extracting detailed spatial patterns from images, 

thanks to its unique architecture, which includes inception 

modules that handle multi-scale feature extraction. This was 

crucial for comprehending the appearance and context of each 

frame. 

For this task, ImageNet weights were loaded while 

excluding the top (completely linked) layers of the Inception 

V3 model. The remaining convolutional layers were frozen 

during training to avoid fine-tuning, allowing the model to 

concentrate on temporal dynamics without overfitting to 

spatial features. 

It identifies relevant patterns in the frame like objects, 

textures, and other details.  

 

 
 

Figure 4. Inception V3 model 

 

This network outputs Transfer Values which is greater than 

15, which are essentially a set of learned features that describe 

the content of each frame. This process loops back and extract 

new features so that classification process will be more 

accurate. After getting transfer value as per our threshold, 

these features are grouped together into single pattern. The 

inception network organizes the features from multiple frames 

into a sequence that captures temporal information across the 

video. Figure 4 illustrates the extraction of frames and identify 

the patterns and the convert them into the values which show 

the contents of frame.  

 

3.5 Temporal feature extraction using BiLSTM 

 

The grouped transfer values gathered from the output of 

Inception V3 network are fed into an BiLSTM network.  

The temporal feature exactions important parameter in 

identifying anomalous human behavior across dynamic 

environments. To model the temporal evolution of actions 

across frames, a BiLSTM network, as illustrated in Figure 5, 

was employed. BiLSTM’s are very useful in video analysis 

because they can process data in both forward and backward 

directions, capturing temporal dependencies from the past and 

future. This is critical for identifying behaviors such as 

punches, kicks, and movements that lead to violent 

confrontations.  

 

 
 

Figure 5. BiLSTM network 

 

Forward LSTM: It processes the sequence in a forward 

direction, capturing dependencies from past to future. The 

forward LSTM can be denoted by the Eq. (1) where ht
⃗⃗  ⃗ 

represents the hidden states at time step t. 

 

( )t t t 1h LSTM x ,h −=
uur uuur

 (1) 

 

Backward LSTM: It processes the sequence in a backward 

direction, capturing dependencies from future to past. The Eq. 

(2) denotes h⃖⃗ which represents the hidden states at time step t 

for backward LSTM. 

 

( )t t t 1h LSTM x ,h +=
suu suuu

 (2) 

 

Concatenation: The outputs of the forward and backward 

LSTMs at each time step is combined, forming a richer 

representation as shown in Eq. (3). 

 

t t th h ;h =
 

uur suu
 (3) 

 

By processing the sequence in both directions, BiLSTM can 

utilize knowledge from both past and future contexts, which is 

particularly effective for detecting temporal features as it 

requires context from both directions. The model with its 

parameters and values can be observed in the Table 1. The 
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model is built using a sequential API, indicating that layers are 

added sequentially one after another.  

 

Table 1. Model specific configuration 

 
Model Parameters Values 

Model Architecture Sequential 

Input Shape (16, 64, 64, 3) 

Bidirectional LSTM Layer 1 

Dropout Layers 6 

Dense Layers 4 

Dropout Rate 0.25 

Loss Function Categorical Crossentropy 

Epochs 50 

Batch Size 16 

Validation Split 0.2 

 

The BiLSTM networks is recurring neural network model 

which is capable of remembering previous states, making them 

useful for tasks that require learning patterns over longer time 

intervals. These characteristic of BiLSTM make it ideal for 

analyzing the temporal dynamics of the video, such as 

detecting actions or events that unfold over time. The BiLSTM 

analyzed the feature maps created by the Inception V3 model 

for each frame in a sequential manner, learning movement 

patterns and changes across frames. This temporal study was 

critical in distinguishing between violent activities, which 

frequently feature quick, powerful motions, and nonviolent 

actions, which are more consistent and less abrupt. 

 

3.6 Attention mechanism 

 

To improve the temporal feature extraction process, an 

attention mechanism to the BiLSTM network was added [23]. 

The attention layer was designed to direct the model's attention 

to the most relevant frames in the sequence, giving higher 

weight to frames that provided more critical information for 

recognizing violent behaviors. For example, in a boxing battle, 

frames with punches are more essential than frames with 

combatants moving into position. This selective weighting 

approach helps the model prioritize crucial moments, resulting 

in better performance. 

 

3.7 Compatibility and benefits of ensemble modeling 

 

The proposed system is designed and developed to capture 

the abnormal or anomalies human behaviour from CCTV 

video clips. So, there is a need of capturing video sequences 

and compare to recently captured video clips to make 

differentiate between normal or abnormal activities. This can 

be achieved with capturing spatial features from video frames 

and compare through temporal pattern to classify human 

activities. The Inception network superiors in extracting 

spatial features (what the person is doing in each frame), while 

the BiLSTM network efficient to handle temporal 

understanding (how the person’s behaviour changes over time). 

Combining these two strengths allows the system to capture 

both spatial and temporal aspects of suspicious behaviour [23, 

24]. 

By the ensemble of two networks with attention mechanism, 

the proposed model can generalize better across different 

behaviours and scenarios. The Inception V3 Network (CNN) 

ensures that visual features are captured accurately, while the 

BiLSTM support to capture generalize behaviour patterns over 

time, making it better at detecting anomalies in human 

behaviour. 

Finally, the model included a fully connected (Dense) layer 

with a sigmoid activation function that produced a probability 

score for binary classification: 1 for violent and 0 for 

nonviolent video clips. This score showed the model's 

confidence in its prediction, allowing for a clear separation of 

the two classes [25, 26]. 

 

 

4. RESULTS AND DISCUSSIONS  

 

This section presents the performance tests done on the 

proposed approach. The model was trained on the KTH dataset 

using the Adam optimizer, with a learning rate of 0.0001 to 

allow for slow convergence. The binary cross-entropy loss 

function was used due to the binary character of the 

classification job.  

The model was trained for 20 epochs, but early halting 

guaranteed that it did not always complete the maximum 

number of epochs. To ensure a balance of violent and non-

violent video clips in both training and validation sets, the data 

was stratified into 80% training and 20% validation. 

Furthermore, the results of several analyses are quantified, 

addressed, and compared to previous research in stationary 

action recognition. This proposed pipeline architecture uses a 

combination of convolutional and recurrent neural networks 

(Inception V3 and BiLSTM) with attention mechanism to 

classify videos. The Inception network extracts spatial features 

from video frames, and the BiLSTM network processes these 

features in a time-dependent manner to produce a 

classification result. 

Figure 6 depicts the result of the loss for the convolutional 

neural network model, while Figure 7 displays the accuracy 

result. 

 

 
 

Figure 6. Loss graph of proposed model 

 

The above graph of loss validation in Figure 6 illustrates 

that the training loss as shown in blue line decreases 

consistently, which indicates that the learning rate of model is 

good on the training data. However, the red line indicated that 

the validation loss shows some fluctuations at initial phase, but 

then it displays significant improvement in comparison to 

training result analysis. The validation loss equivalent to the 

training loss, showcases the efficient performance on unseen 

data also. The spikes in the validation loss suggest moments 
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where the model has difficulty predicting certain behaviours 

or sequences, indicating room for improvement, possibly 

through regularization techniques or better hyperparameter 

tuning. 

The training accuracy (blue line) improves steadily, 

indicating that the model becomes more proficient at 

predicting human behaviour during training as shown in 

Figure 7. The validation accuracy (red line), although 

fluctuating at the beginning, stabilizes later but remains 

consistently lower than the training accuracy. This further 

supports the hypothesis of overfitting, as the model performs 

significantly better on the training data than on the validation 

data. 

 

 
 

Figure 7. Accuracy graph of proposed model 

 

A graphical representation of proposed ensemble model 

shows that combining an Inception V3 network and BiLSTM 

is a powerful approach for capturing human behavior, 

especially in multimodal data like video, where spatial 

(Inception) and temporal (BiLSTM) patterns are crucial. The 

validation results prove that the ensemble model of inception 

Network (CNN) with BiLSTM benefits from the CNN’s 

capability to capture complex details in every frame, like body 

posture or object detection (e.g., a person holding a suspicious 

item), and the BiLSTM’s ability to analyse the sequence of 

actions (e.g., detecting the event when someone following a 

suspicious path or lingering in restricted areas). The model 

demonstrates a consistent improvement in accuracy and a 

decrease in loss across training and validation datasets. The 

validation accuracy stabilizes after an initial fluctuation, 

indicating that the model generalizes well to unseen data. The 

alignment between training and validation loss curves 

suggests that overfitting is effectively minimized. The 

improved performance can be attributed to the effective use of 

spatiotemporal feature extraction and appropriate parameter 

tuning, addressing the research objective of achieving accurate 

anomaly detection in dynamic environments. The result 

analysis shows that training accuracy consistently improved 

and reached stability after ~30 epochs. As this combined 

approach allows the proposed system to efficiently handle 

both short-term and long-term behaviour patterns. For instance, 

a person walking normally (short-term) in comparison to the 

somebody pacing back and forth suspiciously over a longer 

period (long-term). 

5. CONCLUSIONS 

 

The proposed ensembled model of Inception V3 network 

and BiLSTM architecture with attention mechanism proven 

the significant improvement in real-time suspicious human 

activity detection through CCTV cameras. The significant 

advancements in the field of suspicious activity detection 

enable its versatile application across various domains. 

Additionally, research in related areas, such as activity 

tracking, holds promise for enhancing its utilization in 

multiple fields. Continuous monitoring against predefined 

conditions aids in detecting prescribed activities of interest 

efficiently. This approach facilitates real-time performance 

and eliminates the need for extensive training required by 

machine learning-based methods. Human behaviors exhibit 

complexity and diversity in natural environments. Thus, in this 

paper, we formulate suspicious action detection for security 

systems. We achieved an accuracy of approximately 92%. 

However, the present technique for extracting features 

produces precise outcomes only in regulated settings. 

Integrating more advanced techniques for feature extraction 

could improve performance. Also broadening the training 

dataset to encompass suspicious videos of diverse actions and 

resolutions is vital for enhancement. 
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