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Intrusion Detection Systems (IDS) are important in facing the development of cyber 

threats such as Distributed Denial of Service (DDoS), phishing, and malware attacks, so, 

their promulgating is important. Bidirectional Long Short-Term Memory (BiLSTM) with 

Support Vector Machines (SVM) has been integrated and proposed as a hybrid model in 

this paper to improve detection accuracy and threat response. The proposed system steps 

include comprehensive data preprocessing, feature extraction using BiLSTM, and 

classification with SVM, and all these using and leveraging the UNSWNB15 dataset. 

Deep learning takes advantage of BiLSTM's ability and traditional machine learning 

leverage from SVM's efficiency so this integration captures temporal patterns through 

BiLSTM and manages high-dimensional data through SVM. Experimental findings 

showed that the proposed system is accurately proficient in distinguishing between normal 

and attack traffic, achieving high levels of accuracy values, such as precision 95%, recall 

94%, and F1-scores 95%, where the accuracy value reaches 99%. Besides, to improve the 

efficiency of threat management, SVM's decision function scores have been used to 

employ a ranking technique by the proposed system. Therefore, this research highlights 

the hybrid model value in enhancing IDS performance. 
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1. INTRODUCTION

The cyber-attacks complexity and their recurrence have 

increased which leads to meaningful threats to organizational 

security and data integrity [1]. To deal with these threats, 

traditional IDS was used to provide an intelligent and powerful 

detection mechanisms [2, 3]. To increase IDS capabilities, the 

technologies of Machine Learning (ML) and Deep Learning 

(DL) [4] have been used to provide greater effectiveness and

accuracy in performance [5]. The proposed hybrid model for

IDS combines BiLSTM networks with SVM to combine the

capabilities of both DL and traditional ML models. The

UNSW-NB15 dataset [6] provide various normal and attack

scenarios [7] which have been used to examine the

performance of the proposed system. The main objectives of

this research paper are, first, developing a hybrid IDS model

to enhance the detection of attacks in network traffic flows,

where the hybrid model integrates BiLSTM for feature

extraction and SVM for classification. Second, to deal in a

prioritized manner with high-confidence threats, a ranking

system based on the SVM's decision scores has been used.

Third, using the UNSW-NB15 dataset and making tests on it

to evaluate the proposed system efficacy and distinguish its

ability to distinguish between benign and malicious network

traffic.

2. RELATED WORK

Hybrid models are one of the promising approaches to 

addressing the modern network security through enhancing 

IDS. These models play a vital role in combating cosmopolitan 

cyber threats. A hybrid model incorporating XGBoost and 

CNN for feature extraction, paired with LSTM for 

classification, was utilized by Shi et al. [8]. It achieved a test 

accuracy of 94.41%, with experimental results implying a high 

detection rate and strong accuracy alongside a relatively low 

False Acceptance Rate (FAR). A hybrid KCLSTM model has 

been used by Lv and Ding [9], it improves intrusion detection 

by combining K-means clustering with CNN and LSTM, 

where the NSL-KDD dataset has been used to evaluate the 

proposed hybrid categorization model, and the experimental 

results show that the model can detect anomalous events 

successfully and with high accuracy of 93.3%, a F1 score of 

93.7%, and a DR of 93.2% for both anomalous and normal 

events. Thus, it achieves higher accuracy, detection rate, and 

F1-score compared to traditional methods. Random Forest, 

Gradient Boosting, and Multi-Layer Perceptron classifiers 

have been combined by Shi et al. [10], affecting high accuracy 

(0.9998), pivotal for effective intrusion detection and 

degrading false negatives. Al-Ameer et al. [11] have used 

multi-deep learning models based on federated learning to 

provide intelligent intrusion detection system in software-

defined networks which provide a preserving data privacy and 

achieved highly effective method for attack detection, where 
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arrived to impressive accuracy of 95.68%. AlHaddad et al. 

[12] proposed a hybrid deep learning model integrates 

Convolutional Neural Networks (CNN) with Recurrent Gated 

Unit (GRU) algorithms to improve detection capabilities by 

detect Distributed Denial-of-Service (DDoS) attacks on the 

communication infrastructure Smart Grids. Through 

experimental simulations, their approach proved a high 

accuracy rate of 99.86%, which refers to its capability in 

protecting Smart Grid communication from DDoS threats. All 

the previously mentioned related works used different ML and 

DL ways to detect attacks, while the proposed work has used 

a BiLSTM model, SVM with RBF, and Ranking method to get 

network flows possibility of being attacks, it tested on 

UNSWNB15 dataset and got accurate results. 

 

 

3. BACKGROUND 

 

In network security architecture, IDS plays a crucial role 

which is responsible for detecting malicious activities and 

policy violations. Signature-Based and Anomaly-Based are 

the two categories of IDS [13]. Signature-based technique 

used predefined patterns to detect known threats, whereas 

anomaly-based methods identify diversions from normal 

behavior, making them effective in spotting novel or 

previously unseen attacks [14]. 

 

3.1 Machine learning in IDS 

 

Many ML techniques have been used to provide IDS [15]. 

These techniques enable the systems to be better at adapting to 

emerging threats and make them more advanced. Decision 

Trees, SVM, Random Forests, and Neural Networks, are some 

of the popular ML algorithms used in IDS they are very 

impactful in classification tasks where they learn patterns from 

traffic data and enable the difference between benign and 

malicious traffic [16]. 

 

3.2 Deep learning in IDS 

 

Recurrent Neural Networks (RNNs) and Long Short-Term 

Memory (LSTM) networks are DL methods considered one of 

the important competencies for capturing temporal 

dependencies in sequential data. RNN and LSTM neural 

networks are a branch of ML [17]. BiLSTM is utilized in this 

paper to process the data in both forward and backward 

directions in a way that provides a better comprehension of the 

context [13]. 

 

3.3 Hybrid models 

 

Traditional ML and DL techniques can combine to leverage 

their strengths to create a hybrid model. For instance, when 

making an extraction for a feature by DL model and then 

following it with a traditional ML classifier leads to enhanced 

performance for the hybrid model [18]. This model enables the 

DL to capture the representations of the complex feature while 

handling in an efficient way the managing of classification 

tasks by ML classifiers, even in high-dimensional data 

presence [19]. 

 

4. METHODOLOGY 

 

To improve the performance of IDS, steps integrating the 

BiLSTM network and SVM classifier have been used. The 

diagram of the proposed work is displayed in Figure 1. 

 

 
 

Figure 1. Proposed hybrid BiLSTM-SVM intrusion detection 

system 

 

4.1 Data preprocessing and feature extraction 

 

The network traffic dataset is preprocessed to form it in a 

way to is suitable for model training, which includes: 

 

• handling missing values 

• encoding categorical data 

• and normalization for the raw data 

 

A BiLSTM network is utilized on the preprocessed network 

traffic data to excerpt temporal features. It captures patterns in 

both forward and backward directions, improving its ability to 

identify complex relationships within network flows. The 

BiLSTM model is compiled using the Adam optimizer and 

binary cross-entropy loss, making it suitable for binary 

classification tasks. Adam optimizer ensures good BiLSTM 

model training, especially with the data's high-dimensional 

nature while binary cross-entropy loss provides a suitable 

matric to distinguish between normal and attack traffic and 

improve the model's performance. 

To avoid overfitting, early stopping is employed by 

examining the validation loss. The output consists of a set of 

deep, learned features that capture sequential patterns and 

temporal dependencies within the network traffic flows. 

 

4.2 Feature fusion 

 

The original scaled features have been combined with the 

features extracted by the BiLSTM, creating a comprehensive 

feature set that integrates temporal insights from the BiLSTM 

with the original feature information. 

 

4.3 Classification with SVM 

 

An SVM with a Radial Basis Function (RBF) kernel is used 

to classify the fused features into attack and normal categories. 

SVMs are selected for their effective performance in high-

dimensional spaces and their robustness against overfitting. 
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4.4 Ranking mechanism 

 

A ranking mechanism is applied based on the SVM's 

confidence using decision function scores. Flows predicted as 

attacks are ranked in descending order of their decision scores, 

while normal flows are ranked in ascending order, reflecting 

lower decision scores. The ranking leverages the SVM's 

decision function denoted as Eq. (1): 

 

𝑓(𝑥) = 𝑤𝑇 𝑥 + 𝑏 (1) 

 

The function f(x) denotes the decision function of the SVM 

for a specific input vector 𝑥, which establishes the 

classification of 𝑥 based on its location in relation to the 

decision boundary. The vector 𝑤 consists of weights that 

represent the coefficients assigned to each feature within the 

input vector 𝑥. The input feature vector 𝑥 refers to the instance 

that requires classification, while 𝑏 represents the bias term, a 

scalar quantity that adjusts the position of the decision 

boundary (hyperplane) along the feature axes without 

changing its orientation. 

A positive f(x) refers to a prediction of class 1 (attack), 

while a negative f(x) indicates a prediction of class 0 (normal). 

During the ranking process, attack flows (Class 1) are sorted 

in descending order of f(x) to prioritize those with the highest 

confidence of being attacks. Conversely, normal flows (Class 

0) are sorted in ascending order of f(x), giving priority to those 

with the highest confidence of being normal. 

 

 

5. EXPERIMENTS AND RESULTS 

 

 This section provides a detailed evaluation of the suggested 

hybrid IDS framework efficacy in identifying abnormalities 

networks. The evaluation is conducted using the UNSW-

NB15 dataset. 

 

5.1 Dataset preprocessing 

 

UNSW-NB15, with 50,000 flow samples chosen for 

computational feasibility. It has been pre-processed before 

being passed to the learning model for training. The pre-

processing procedure includes cleaning, transformation, and 

normalization of the raw data. 

 

5.1.1 Data cleaning 

In the proposed system, samples with missing data have 

been managed by simply disregarding them entirely. 

 

5.1.2 Data transformation 

One-hot encoding [16] has been applied for machine 

learning to convert categorical features (e.g., service) into 

numerical form. This method transforms each category into a 

separate binary column, ensuring that no unintended ordinal 

relationships are introduced between categories. It enables 

algorithms to process categorical data more effectively, 

improving model performance while saving the integrity of the 

original categories. 

 

5.1.3 Data normalization 

To normalize numerical features [20], standard scaling was 

applied. This method standardizes the data by removing the 

mean and scaling it to unit variance, safeguard that each 

numerical feature contributes equally to the model’s learning 

process. The following formula Eq. (2). defines the 

transformation: 

 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 − μ

σ
 (2) 

 

where, 𝑥 represents the original feature value, μ is the mean of 

the feature across the training dataset, and σ is the standard 

deviation of the feature across the training dataset. 

 

5.2 Applicability of the proposed model 

 

The proposed model incorporates several advanced 

techniques to handle network traffic classification effectively. 

Data transformation through one-hot encoding ensures 

categorical features are properly converted into numerical 

values. Feature extraction leverages a BiLSTM model to 

capture temporal dependencies in the data, while a dense layer 

reduces dimensionality for efficient processing. The features 

extracted from the BiLSTM model are then fused with the 

original scaled features, combining both temporal and static 

information to form a more comprehensive feature set. 

Classification is achieved using an SVM with an RBF kernel, 

which provides robust binary classification between attack and 

normal flows. To further enhance its utility, a ranking 

mechanism is implemented based on the SVM's decision 

function scores, prioritizing network flows by their possibility 

of being malicious. This approach makes the model applicable 

for real-time security applications in intrusion detection 

systems. 

 

5.3 Classification performance evaluation 

 

The efficacy of the proposed strategy has been illustrated 

through a table that presents a confusion matrix. A binary 

confusion matrix is shown in Figure 2. 

The chosen performance metrics for the recommended 

system include F1-score, recall, accuracy, and precision [21]. 

Accuracy is defined as the ratio of correctly identified 

instances within the complete traffic trace. It is determined by 

dividing the total number of packets that are accurately and 

inaccurately classified by the proposed system by the number 

of packets that are correctly identified as either normal or an 

attack. This calculation is represented in Eq. (3). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠
=

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  

(3) 

 

The UNSW-NB15 dataset has been utilized to evaluate the 

suggested system's classification performance. The proposed 

system hyperparameters are batch local size B which is set to 

64, and local epoch numbers are set to 20.  The SVM classifier 

trained on fused features achieved impressive performance 

metrics, as detailed below in Table 1 and Figure 3 The 

confusion matrix for the training and testing data, illustrating 

the binary classification of Normal and Attack, is presented in 

Figure 4. 

 

Table 1. Model evaluation results of applying hybrid model 

for the UNSW-NB15 dataset 

 

Accuracy Precision Recall 
F1-

Score 

 %99  95.58% 94.42%  %95  
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Figure 2. A binary confusion matrix 

 

 

Figure 3. Confusion matrix (train and test data) - SVM model on fused features 

 
 

Figure 4. The suggested system's detection performance across UNSW-NB15 dataset 

 

The ranking mechanism effectively prioritized flows based 

on the SVM's confidence scores. Table 2 and Table 3 show the 

top-ranked attack / normal flows with some of its features. The 

attack flows refer to the top-ranked attacks that have the 

highest positive decision scores, indicating strong confidence 

in their classification as attacks, and the normal flows refer to 

the top-ranked normal that have the most negative decision 

scores, signifying high confidence in their classification as 

normal traffic. The term ‘Probability Attack/ Normal SVM’ 

denotes the calibrated likelihood that a specific data sample is 

classified as belonging to the normal / attack. This probability 

is obtained through Platt scaling applied to the decision 

function of the SVM model. 

The proposed system underwent evaluation with a dataset 

divided into 80% for training the model and 20% for testing 

purposes, showcasing robust capabilities in differentiating 
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between malicious and normal network traffic. This hybrid 

architecture capitalizes on the advantages of both BiLSTM 

and SVM: BiLSTM adeptly identifies temporal patterns 

within network data, whereas the SVM classifier administers 

the high-dimensional fused feature space. Additionally, the 

integration of a ranking mechanism significantly enhances the 

system by prioritizing the most suspicious flows, thereby 

facilitating a prompt and targeted response to threats. 

 

Table 2. Top 5 ranked attack flows 

 
Traffic Id. True Label Predicted Label SVM Probability Attack SVM Decision Score SVM Rank 

4757 1 1 0.999997 2.645678 1 

3260 1 1 0.999997 2.595339 2 

2757 1 1 0.999996 2.558665 3 

2213 1 1 0.999995 2.53106 4 

4753 1 1 0.999988 2.358013 5 

 

Table 3. Top 5 ranked normal flows 

 
Traffic Id. True Label Predicted Label SVM Probability Normal SVM Decision Score SVM Rank 

2672 0 0 0.999995 -4.22846 1 

5883 0 0 0.999995 -4.22634 2 

7841 0 0 0.999995 -4.22592 3 

391 0 0 0.999994 -4.18792 4 

27520 0 0 0.999994 -4.1828 5 

 

 

6. CONCLUSION 

 

This study presents a hybrid IDS that combines BiLSTM 

networks with SVM to identify and prioritize malicious 

network traffic. Utilizing the UNSW-NB15 dataset, the 

system performs data preprocessing, feature extraction, and 

fusion, with classification and ranking determined by SVM 

decision scores. This approach improves detection accuracy 

and enables a prioritized response to threats, focusing on the 

most significant attacks. The model shows high performance 

across essential metrics, confirming its capability to 

differentiate between normal and malicious traffic. Some of 

the future works are applying an advanced technique of feature 

selection, using other benchmark datasets to test the hybrid 

model, and improving the ranking system by using for 

example anomaly frequency. 
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