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This paper describes four fundamental control schemes for a 2D aeroelastic wing model 

under quasi-steady flow conditions: partial feedback linearization control (PFLC), energy-

based control (EC), flatness-based control (FC), and servo-constraint based feedforward 

control (SCFC). PFLC effectively categorizes degrees of freedom (DOFs) into active and 

passive groups, controlling the active DOFs while letting the stability of the passive joints 

depend on their internal dynamics. However, this approach has two limitations: the control 

law contains the inverse of the inertia matrix, and the evaluation of the internal stability of 

the passive joint dynamics is required. The control in EC is energy related - no more or 

less than the given energy - but the control law encounters problems with the computation 

of the energy inverse of the system. In contrast, FC linearizes the wing system and then 

obtains an output variable to be controlled; however, this method requires high-order 

derivatives of the system state, which can be very tedious. The strength of FC is that the 

controlled output can integrate most state variables. Kinematic constraints associated with 

the output to be produced are incorporated into the SCFC, and the equations of motion are 

reformulated to reflect the changes. Feedback and feedforward control terms come into 

play, as does the need to verify the stability of the internal dynamics of the control system. 

Modeling and simulation evaluations using MATLAB/SIMULINK confirmed that most 

of the control approaches were able to produce nearly similar dynamic responses with 

properly damped oscillations; however, the SCFC gives a fast response due to the presence 

of a feedforward term. 
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1. INTRODUCTION

Flexible aircraft structures offer improved efficiency, but 

their stability margins can be compromised. This instability 

results from the interaction of aerodynamic, inertial, and 

elastic forces. Nonlinearities in the wing structure, such as 

coupled bending, torsion, and elasticity, can lead to 

undesirable outcomes such as flutter and limit cycle 

oscillations [1-3]. Various models, including plates or shells 

with complex cross sections or an equivalent system with 

beams and flexible elements, are feasible [4]. This paper 

discusses the development of advanced nonlinear control 

strategies for aeroelastic systems. It describes the construction 

of a basic model that can be adapted using online feedback 

estimation techniques. The model aims to accurately capture 

the dynamic characteristics of the system while remaining 

simple. The aeroservoelastic (ASE) model is based on 

aerodynamic and structural principles for lifting surfaces, with 

an emphasis on simplifying assumptions of causality, linearity, 

and small perturbations. Complex aeroelastic models are not 

scalable for repeated online computations, so a linearized 

baseline model is sufficient. An ASE plant model utilizes a 

combination of steady, quasi-steady, or unsteady 

aerodynamics and small fluctuations in structural dynamics 

and can be represented in either integral or operational linear 

form. The basic plant structural model predicts aerodynamic 

lift and pitch moments via simple Newtonian or Lagrange 

techniques. It is important to either find a closed-form solution 

of the unstable aerodynamics or perform an inversion of 

certain fundamental integral equations. However, accurate 

aerodynamic prediction may require the solution of nonlinear 

partial differential equations [4]. Therefore, this study focuses 

on modeling an aeroelastic wing based on an equivalent 

system with three degrees of freedom: pitch, aileron, and 

control surface coordinates. Using quasi-steady aerodynamics, 

the dynamics related to the control surface coordinate can be 

eliminated, and thus two DOF reduced wing models are 

developed. 
A control system is important to attenuate wing vibrations. 

Vibration damping control can be classified into passive and 

active control strategies. Passive control schemes focus on 

modifications in wing geometry and aerodynamic 

characteristics, while active control requires actuators and 

sensors to regulate the wing oscillations. This research 

emphasizes the active control category. Miscellaneous control 

strategies have been used for attenuating the wing oscillations, 

such as adaptive decoupled fuzzy sliding control [5], control 

based on the tensor product model [6], output feedback control 

[7-9], the state-dependent Riccati equation method [10], linear 

quadratic Gaussian LQG [11], terminal sliding mode control 

[12, 13], synchronization theory [14], and adaptive neural 

control [15, 16]. In general, in most aeroservoelastic analyses 
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and applications of optimal control theory, the unsteady 

generalized forces are linearized, combined with controller 

dynamics and gust spectral models, and converted into linear 

state-space equations [17]. However, the linear control theory 

(e.g., PID control [18], pole placement [19], LGR/G [11, 20], 

and robust control [21]) might be insufficient to control the 

wing dynamics under nonlinear conditions such as free play, 

time delay, and bifurcation due to nonlinear structural stiffness 

[22]. Therefore, Kurdila et al. [23] provided a review of 

nonlinear control strategies for damping limit cycle 

oscillations of a nonlinear aeroelastic model. They focused on 

the use of partial feedback linearization control and MRAC, 

showing their characteristics and shortcomings. They 

concluded that the nonlinear MRAC seems to be more robust 

than the adaptive feedback linearization control under high 

flow velocities. However, other nonlinear control methods 

have been reported in the literature, such as gain scheduling 

scheme [24], inversion dynamic control [25], incremental 

inversion control [26], and recurrent neural control for system 

identification [27].  

However, most of the above control techniques may not 

focus on the underactuation behavior of aircraft wings 

excepting the work of Ko and colleagues [23, 28, 29]. The 

number of control surfaces can affect the situation, leading to 

three potential actuation scenarios: an underactuated system, a 

fully actuated system, and an overactuated system [30]. This 

investigation delves into a challenging, underactuated 

case. Underactuated systems, which are mechanical systems 

with fewer control inputs than degrees of freedom, are found 

in a variety of applications, including flexible mobile and 

locomotive systems, robotics, aircrafts, and marines. The 

phenomenon of underactuation in systems can be because of 

actuator failure, engineering and robotic control design 

intentionally, and the internal dynamics of the system [31]. 

Therefore, this study develops and designs four control 

strategies for flexible wing structures to suppress aeroelastic 

instabilities: PFLC, EC, FC, and SCFC. Each method presents 

certain benefits concerning certain parts of the system’s 

dynamic behavior; thus, they are examined in relation to their 

performance in oscillation control and system management of 

underactuation. The details on each control scheme are 

presented below. To our knowledge, literature reported using 

PFLC for regulation of oscillations of underactuated wings [28, 

29], while the EC, FC, and the SCFC have been used in robotic 

systems extensively.  

(1) The PFLC. An efficient approach eliminates the 

nonlinearities through the design of a suitable control law 

feedback loop. This method divides the degrees of freedom 

(DOFs) into active and passive. Active DOFs are controlled 

while passive joints may remain internally stable as regulated 

by the internal dynamics. This is very important where the 

number of inputs is less than that of the degrees of freedom. 

Having this controller for the design of the active DOFs 

control assures that the active DOFs are controlled with 

stability and accuracy. This technique has been used in 

regulating oscillations of most underactuated wing models [23, 

28, 29] and also in several other robotic systems such as 

inverted pendulums, floating base and flexible base robots, 

and mobile robots [31-34]. The control of many systems at 

present is associated with the theory of feedback linearization, 

which is exact in most cases. Computed torque control in 

robotics is developed based on the concept of input-output 

linearization. Nonetheless, there are limitations when using 

such approaches in practice related to singularities or non-

linear mistake cancellation, and when the system is not in the 

minimal phase and has zero dynamics, which can lead to 

unstable control of the closed loops. The maximal linearization 

issue concerns the notion of flatness and the ability to 

construct an output with a relatively high degree.  

(2) The EC. A universal stabilizing strategy adjusts the 

energy of underactuated manipulators using state feedback in 

order to reach closed-loop systems with desired stable states. 

It includes two major approaches: the controlled Lagrange 

method, which generates certain kinetic or potential energy 

from the Lie group, and the IDA-PBC method, which extends 

the controlled Lagrange methodology. The controlled 

Lagrange method is considered a complicated procedure 

where the simultaneous reconstruction of kinetic and potential 

energy is not undertaken. On the contrary, IDA-PBC is 

capable of reconstructing both energies with ease and has a 

relatively less sophisticated construction mechanism with its 

control law integrating energy reconstruction and input 

modulation. Over the recent years, the developments in the 

IDA-PBC methodology have offered better theoretical 

approaches as well as extended usability [35-38]. Despite this 

improvement, the two methods still consider a feedback 

control law that involves solving a series of partial differential 

equations to achieve it, which is problematic for handling 

systems with such simple nonlinear features and limits their 

use as well. In general, it encompasses the management of 

mechanical energy, the control of active variables, and the 

limitation of passive ones. For this, no more complicated 

mathematical formulation is needed than the one envisaging 

potential and kinetic energy for the concrete dynamical system 

at hand. Furthermore, this is not a case of partial feedback 

linearization since the latter only attempts to control the output 

in the presence of the active control surfaces. The simplicity 

of the controller being determined from the mechanical energy 

of the system is one of the benefits of energy-based methods. 

The controller is constructed from the energy storage function 

and guarantees the asymptotic stability of the system’s 

equilibrium. Nevertheless, the non-actuated coordinate, which 

is not controlled directly by the system, will eventually tend to 

zero [39, 40].  

(3) The FC. It is an improved method in system and control 

theory focusing on the control systems that are non-linear and 

where the control system of interest is not defined. It is based 

on the idea of “flat outputs” in the system; outputs depend on 

inputs, and all states and inputs are observable without 

integration. This is useful because the behavior of the system 

in question is determined by its outputs, which allows for 

precision in trajectory generation. When trajectory generation 

is required to be very accurate differential systems are used in 

order to connect the trajectories to the appropriate inputs [41]. 

In the study [42], a series of flat outputs are used to model the 

crane system dynamics with respect to certain constraints in 

fast positioning of the trolley and reduced swing angle. The 

ideal set of flat output parameters are obtained, and a tracking 

controller is designed to correct for any disturbances from 

wind. The backstepping controller, which is a control strategy 

based on flatness output, only adjusts some output of the 

system and thus can be applied to underactuated cranes since 

the output space and the flat output space can be connected 

through differentiable homeomorphisms. For more 

information on control to flattening, see the studies [43, 44]. 

(4) The SCFC. The blended use of feedforward and 

feedback control loops in the process of trajectory tracking in 

multibody systems offers a good practical solution to the 
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problem of performance versus stability. These permit the 

engineers to perform correct and fast trajectory tracking, even 

for complex systems with elastic elements. The feedforward 

control design aims at improving the tracking accuracy and 

response time of the system; in contrast, the feedback control 

design aims at stabilizing the system and making it robust to 

disturbances. That synergy is important in ensuring that 

trajectory tracking performance of multibody systems is 

enhanced at all times. In addition, simulated control is not 

always possible because an underactuated system can have 

more degrees of freedom than actuators, which will give rise 

to right half-plane zeros. This poses a research challenge as 

lightweight structures gain popularity for energy efficiency. 

The technique of inversion is widely used in the literature with 

various adaptations; see the studies [45-48] for more 

information. For the reason that underactuated systems have a 

smaller number of actuators, the overall dynamic model is 

presented in terms of partitioning coordinates into actuated 

and unactuated subsystems. The output path is therefore 

described as a superposition of actuated and unactuated 

coordinates with the aid of differential and algebraic phase for 

calculations. The algebraic part employs the dynamic sub-

model with actuation coordinates, and suitable tuning 

parameters are used to maintain stability in internal dynamics. 

In the control design of multibody systems, it is common to 

use feedforward approaches to control partially controllable 

systems, which yields differential algebraic equations (DAEs). 

The servo-constraint method has been successfully applied to 

the dynamics of rigid bodies and is promising in differentially 

flat systems such as cranes and airplanes, as well as non-

differentially flat systems such as passive joints and soft arms. 

Inverse modeling focuses on the system's internal dynamics, 

which can be examined with differential-geometric nonlinear 

control theory. Nowadays PFLC and EC approaches are not 

adequate for dealing with underactuated aeroelastic systems, 

due specifically to the presence of strong nonlinearities. 

The present study is significant in that it makes 

contributions to the problem of underactuated aeroelastic 

wings by designing a simpler but still effective model and 

testing four advanced control strategies via simulations. The 

results are intended to guide the future evolution of aircraft 

structures that are lightweight and energy efficient but have to 

counteract aerodynamic instability. Lightweight, flexible 

airplanes exhibit aeroelastic behaviors that affect their 

performance when subjected to aerodynamic instabilities. 

Thus, this research proposes the implementation and 

assessment of advanced nonlinear control techniques in 

underactuated aeroelastic systems. The study focuses on four 

control schemes for a quasi-steady 2D aeroelastic wing model: 

(i) Partial Feedback Linearization Control (PFLC), (ii) Energy 

Control (EC), (iii) Flatness-based Control (FC), and (iv) Servo 

Constraints Feedforward Control (SCFC). PFLC utilizes the 

active degrees of freedom in control while employing passive 

dynamics to retain stability, although the method needs the 

inverse inertia matrix. EC Control incorporates the desired 

energy in the control in practice but has a problem of several 

computations. While FC removes the nonlinearity in the 

system under control, the control method has problems 

associated with external noise due to high-order derivatives of 

system states. SCFC introduced an output-dependent 

kinematic constraint, which subsequently changes the form of 

the motion equations and looks at the concept of stability. 

MATLAB/SIMULINK investigations showed that all 

techniques generate comparable overdamped responses; 

however, SCFC could give a fast response due to the presence 

of a feedforward term. 

The remainder of the paper is organized as follows: In 

Section 2, the dynamics of the quasi-steady 2D aeroelastic 

wing model is detailed. Control schemes are discussed in 

Section 3. Section 4 describes the simulation setups, results, 

and pertinent discussion. Finally, in Section 5, the conclusions 

and recommendations are specified. 

 

 

2. DYNAMICS OF AN AEROELASTIC WING MODEL 

 
This study investigates the mitigation of oscillations in the 

standard wing section shown in Figure 1. The airfoil is 

constrained by two degrees of freedom: pitch (θ) and plunge 

(δ). The system's equations of motion are formulated as 

follows [28-30]. 

 

 
 

Figure 1. A two-DOF airfoil model 

 

[
𝑚 𝑚𝑥𝜃𝑎

𝑚𝑥𝜃𝑎 𝐼𝜃
] [�̈�

�̈�
] + [

𝑐𝛿 0
0 𝑐𝜃

] [�̇�
�̇�
] 

+[
𝑘𝛿 0
0 𝑘𝜃

] [
𝛿
𝜃
] = [

−𝐿
𝑇

] 
(1) 

 

where, the semichord, or reference length, is denoted by a, Iθ 

is the mass moment of inertia about the elastic axis, xθ is the 

nondimensional distance between the center of mass and the 

elastic axis, m denotes the wing mass, and cδ and cθ are viscous 

damping coefficients related to plunge and pitch motions, 

respectively. The spring coefficients kδ and kθ correspond to 

the plunge and pitch motions, respectively. The aerodynamic 

force, L, and moment, T, have traditionally been modeled 

using a range of techniques, such as steady, quasi-steady, 

unsteady, and nonlinear aerodynamic models. This research 

investigates the aerodynamic force and moment in their quasi-

steady form [28-30, 49, 50]. Aerodynamic models vary from 

simple steady-state-level analyses to unsteady models for the 

purpose of aeroelastic analysis. Modern CFD solvers are 

extremely demanding in computational power, which restricts 

their usage. Unsteady aerodynamic theory defines the lift and 

moment by separating its components into non-circulatory and 

circulatory parts. Non-circulatory components occur due to the 

acceleration of the fluid surrounding a body in motion and tend 

to negligibly small values when the density ratios are high 

enough. On the other hand, the circulatory components, which 

are dependent on the time history of the motion and types of 

wake, play an important role in the production of lift in the 

wings of airfoils. Many unsteady methodologies, however, 

lose their accuracy under certain conditions used, particularly 

during harmonic oscillations, which allows for convenient 

design of systems with low decay rates. Quasi-steady 

aerodynamic approximations are widely adopted in the pre-

design stages of the project as the most straightforward 

modeling method. Their usage is deemed acceptable for flutter 

studies in certain directions of supersonic regimes. Quasi-
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steady aerodynamics computes the forces influenced only by 

the present motion, forgetting all the previous motion and 

wakes. In general, this approach is widely used at the early 

stages in the analysis of aeroelasticity for predicting loads on 

lifting surfaces [51] or for calculating lift coefficients. Thus, 

the aerodynamic force and moments can be calculated as 

follows: 

 

𝐿 = 𝜎𝑉2𝑎𝑐𝑙𝜃
(𝜃 +

�̇�

𝑉
+ (

1

2
− 𝑏) 𝑎

�̇�

𝑉
) + 𝜎𝑉2𝑎𝑐𝑙𝑢𝑢,  (2) 

 

𝑇 = 𝜎𝑉2𝑎𝑐𝑚𝜃
(𝜃 +

�̇�

𝑉
+ (

1

2
− 𝑏)𝑎

�̇�

𝑉
) + 𝜎𝑉2𝑎𝑐𝑚𝑢

𝑢, (3) 

 

where, σ is the air density, V is the free stream velocity, b is a 

non-dimensional distance between the mid-chord and the 

elastic axis, 𝑐𝑙𝜃
 and 𝑐𝑙𝑢

 are lift coefficients related to pitch 

coordinate and control surface angle, u, respectively, and 𝑐𝑚𝜃
 

and 𝑐𝑚𝑢
 are moment coefficients associated with pitch and 

control surface coordinates respectively. Aerodynamic 

coefficients are vital for measuring forces and moments on 

bodies in fluid flow. These non-dimensional quantities allow 

comparison of performance in aerodynamics with respect to 

many different objects and scenarios, which is more standard. 

It is common practice to normalize lifting, dragging, and other 

moment forces by dynamic pressure and reference parameters 

to obtain corresponding key coefficients. It is important to 

obtain all these coefficients when assessing and forecasting 

aerodynamic characteristics in different situations [52]. 

This study uses a quasi-steady aerodynamic model to 

analyze closed-loop system characteristics through feedback 

linearization. The simplified model's simplicity is emphasized, 

and the reduced frequency observed in experiments confirms 

the validity of the model. Substituting Eq. (2) and Eq. (3) into 

Eq. (1) yields: 

 

[
𝑚 𝑚𝑥𝜃𝑎

𝑚𝑥𝜃𝑎 𝐼𝜃
] [�̈�

�̈�
] 

+

[
 
 
 
 𝑐𝛿+𝜎𝑉𝑎𝑐𝑙𝜃

𝜎𝑉𝑎2𝑐𝑙𝜃
(
1

2
− 𝑏)

𝜎𝑉𝑎2𝑐𝑚𝜃
𝑐𝜃−𝜎𝑉𝑎3𝑐𝑚𝜃

(
1

2
− 𝑏)

]
 
 
 
 

[�̇�
�̇�
] 

+[
𝑘𝛿 𝜎𝑉𝑎2𝑐𝑙𝜃

0 𝑘𝜃−𝜎𝑉𝑎2𝑐𝑚𝜃

] [
𝛿
𝜃
] = [

−𝜎𝑎𝑐𝑙𝑢𝑉2𝑢

𝜎𝑎2𝑐𝑚𝑢
𝑉2𝑢

] 

(4) 

 

The highlighted (underlined) terms reveal the relationship 

between the aerodynamic forces and moments and the 

structural dynamics. The system presented in Eq. (4) is 

underactuated in the sense that it possesses two degrees of 

freedom while having only a single control input, making it a 

nonlinear control problem that requires choosing a suitable 

control law with caution. The existence of a control input 

signal in the two motion equations is inappropriate; thus, a 

coordinate or state transformation is required. By selecting the 

following state transformation based on partial feedback 

linearization [28-30]: 

 

𝜑1 = 𝛿, 𝜑2 = 𝑓3𝜃 − 𝑓4𝛿 (5) 

 

The state transformation in Eq. (5) will simplify the system 

significantly, transforming the coupled dynamics into a more 

tractable form. Eq. (4) becomes: 

 

�̈�1 + [𝑐1 + 𝑐2 (
𝑓4
𝑓3

)] �̇�1 + (
𝑐2

𝑓3

) �̇�2 + 𝑘1𝜑1 

+
1

𝑓3

𝑞𝑢(𝜑1, 𝜑2)(𝜑2 + 𝑓4𝜑1) = 𝑓3𝑉
2𝑢 

(6) 

 

�̈�2 − [𝑐1𝑓4 + 𝑐2 (
𝑓4

2

𝑓3

) − 𝑐3𝑓3 − 𝑐4𝑓4] �̇�1 

−[𝑐2 (
𝑓4
𝑓3

) − 𝑐4] �̇�2 − (𝑓4𝑘1 − 𝑓3𝑘3)𝜑1 

−
1

𝑓3

[𝑓4𝑞𝑢(𝜑1, 𝜑2) − 𝑓3𝑝𝑢(𝜑1, 𝜑2)](𝜑2 + 𝑓4𝜑1) = 0 

(7) 

 

Rewriting Eq. (6) in matrix form results in: 

 

[
1 0
0 1

] [
�̈�1

�̈�2
] +

[
 
 
 
 [𝑐1 + 𝑐2 (

𝑓4

𝑓3
)] (𝑐2/𝑓3)

− [𝑐1𝑓4 + 𝑐2 (
𝑓4

2

𝑓3
) − 𝑐3𝑓3 − 𝑐4𝑓4] − [𝑐2 (

𝑓4

𝑓3
) − 𝑐4]

]
 
 
 
 

[
�̇�1

�̇�2
]

+

[
 
 
 

1

𝑓3
𝑞𝑢(𝜑1, 𝜑2)(𝜑2 + 𝑓4𝜑1)

−(𝑓4𝑘1 − 𝑓3𝑘3)𝜑1 −
1

𝑓3
[𝑓4𝑞𝑢(𝜑1, 𝜑2) − 𝑓3𝑝𝑢(𝜑1, 𝜑2)](𝜑2 + 𝑓4𝜑1)]

 
 
 

[
𝜑1

𝜑2
]

= [
𝑓3𝑉

2𝑢
0

] 

(8) 

 

where, system variables in Eq. (8) are defined as follows: 

𝑑 = 𝑚(𝐼𝜃 − 𝑚𝑥𝜃
2𝑎2)  

𝑘1 = 𝐼𝜃𝑘𝛿/𝑑  

𝑘2 = (𝐼𝜃𝜎𝑎𝑐𝑙𝜃
+ 𝑚𝑥𝜃𝑎3𝜎𝑐𝑚𝜃

)/𝑑  

𝑘3 = −𝑚𝑥𝜃𝑎𝑘𝛿/𝑑  

𝑘4 = (−𝑚𝑥𝜃𝑎2𝜎𝑐𝑙𝜃
− 𝑚𝜎𝑎2𝑐𝑚𝜃

)/𝑑  

𝑝(𝜃) = (−
𝑚𝑥𝜃𝑎

𝑑
) 𝑘𝜃(𝜃)  

𝑞(𝜃) = (
𝑚

𝑑
) 𝑘𝜃(𝜃)  

𝑐1 = [𝐼𝜃(𝑐𝛿 + 𝜎𝑉𝑎𝑐𝑙𝜃
) + 𝑚𝑥𝜃𝜎𝑉𝑎3𝑐𝑚𝜃

]/𝑑  

𝑐2 = [𝐼𝜃𝜎𝑉𝑎2𝑐𝑙𝜃
(

1

2
− 𝑏) − 𝑚𝑥𝜃𝑎𝑐𝜃 + 𝑚𝑥𝜃𝜎𝑉𝑎4𝑐𝑚𝜃

(
1

2
−

𝑏)] /𝑑  

𝑐3 = (−𝑚𝑥𝜃𝑎𝑐𝛿 − 𝑚𝑥𝜃𝜎𝑉𝑎2𝑐𝑙𝜃
− 𝑚𝜎𝑉𝑎2𝑐𝑚𝜃

)/𝑑  

𝑐4 = (𝑚𝑐𝜃 − 𝑚𝑥𝜃𝜎𝑉𝑎3𝑐𝑙𝜃
(

1

2
− 𝑏)) /𝑑  

𝑓3 = (−𝐼𝜃𝜎𝑎𝑐𝑙𝑢 − 𝑚𝑥𝜃𝑎3𝜎𝑐𝑚𝑢
)/𝑑  

𝑓4 = (𝑚𝑥𝜃𝑎2𝜎𝑐𝑙𝑢 + 𝑚𝜎𝑎2𝑐𝑚𝑢
)/𝑑  

 

Let us assume we aim to regulate the plunge coordinate's 

movement (i.e., active) while maintaining the pitch 

coordinate's stability in the internal dynamics (i.e., passive). 

The connection between active and passive coordinates in 

dynamics can indirectly drive freely passive coordinates. The 

overall dynamic equation expressed in Eq. (8) can be rewritten 

as: 

 

𝐷(𝜑)�̈� + 𝐵(𝜑, �̇�) + 𝑔(𝜑) = 𝐴𝑢 (9) 

 

with: 

 

𝐷(𝜑) = [
1 0
0 1

] , 𝐵(𝜑, �̇�)

=

[
 
 
 
 [𝑐1 + 𝑐2 (

𝑓4
𝑓3

)] �̇�1 + (𝑐2/𝑓3)�̇�2

− [𝑐1𝑓4 + 𝑐2 (
𝑓4

2

𝑓3

) − 𝑐3𝑓3 − 𝑐4𝑓4] �̇�1 − [𝑐2 (
𝑓4
𝑓3

) − 𝑐4] �̇�2
]
 
 
 
 

, 
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𝑔(𝜑) =

[

1

𝑓3
𝑞𝑢(𝜑1, 𝜑2)(𝜑2 + 𝑓4𝜑1)

−(𝑓4𝑘1 − 𝑓3𝑘3)𝜑1 −
1

𝑓3
[𝑓4𝑞𝑢(𝜑1, 𝜑2) − 𝑓3𝑝𝑢(𝜑1, 𝜑2)](𝜑2 + 𝑓4𝜑1)

]

, 𝐴 = [𝑓3𝑉
2 0

0 0
]. 

 

 

3. CONTROL SCHEMES  

 

3.1 Partial feedback linearization control 

 

This method classifies the Degrees of Freedom (DOFs) as 

either active or passive and addresses control of active DOFs 

only, while the passive joints remain intact due to their internal 

dynamics. This is useful for underactuated systems that have 

more degrees of freedom than control inputs. Careful 

controller synthesis guarantees the capability of active DOF 

control with high stability and accuracy. Hence, once Eq. (9) 

is separated into active and passive coordinates, one can obtain 

the following relations: 

 

�̈�1 + 𝐵𝑎(𝜑, �̇�) + 𝑔𝑎(𝜑) = 𝑓3𝑉
2𝑢 (10) 

 

�̈�2 + 𝐵𝑝(𝜑, �̇�) + 𝑔𝑝(𝜑) = 0 (11) 

 

where, 

𝐵𝑎(𝜑, �̇�) = [𝑐1 + 𝑐2 (
𝑓4
𝑓3

)] �̇�1 + (
𝑐2

𝑓3

) �̇�2, 

𝑔𝑎(𝜑) =
1

𝑓3

𝑞𝑢(𝜑1, 𝜑2)(𝜑2 + 𝑓4𝜑1), 

 

𝐵𝑝(𝜑, �̇�) = − [𝑐1𝑓4 + 𝑐2 (
𝑓4

2

𝑓3

) − 𝑐3𝑓3 − 𝑐4𝑓4] �̇�1

− [𝑐2 (
𝑓4
𝑓3

) − 𝑐4] �̇�2, 

 

𝑔𝑝(𝜑) = −(𝑓4𝑘1 − 𝑓3𝑘3)𝜑1 −
1

𝑓3
[𝑓4𝑞𝑢(𝜑1, 𝜑2) −

𝑓3𝑝𝑢(𝜑1, 𝜑2)](𝜑2 + 𝑓4𝜑1). 

 

Limitation on accelerations in Eq. (11) implies no applied 

torques at the passive joints. The principle of inverse dynamics 

control seeks to accomplish the opposite, which is to linearize 

the nonlinear system in Eq. (10) and Eq. (11) so that linear 

control techniques can be applied. For applying the known 

control input, it is easy to construct the control law from Eq. 

(10) when internal zero dynamics of the unactuated coordinate 

are considered in Eq. (11). The subsequent control law is thus 

chosen:  

 

𝑢 =
1

𝑓3𝑉
2
(𝑢0 + 𝐵𝑎(𝜑, �̇�) + 𝑔𝑎(𝜑)) (12) 

 

𝑢0 = �̈�𝑑1 + 𝐾𝑑(�̇�𝑑1 − �̇�1) + 𝐾𝑝(𝜑𝑑1 − 𝜑1) (13) 

 

where, the subscript d refers to desired references, Kd and Kp 

are positive feedback gains ensuring stability of the system. 

Substituting Eq. (12) and Eq. (13) into Eq. (10) yields the 

following closed loop dynamics. 

 
(�̈�𝑑1 − �̈�1) + 𝐾𝑑(�̇�𝑑1 − �̇�1) + 𝐾𝑝(𝜑𝑑1 − 𝜑1) = 0 (14) 

 

The system of Eq. (14) is stable as long as the gains Kp and 

Kd are positive. For details on stability of internal dynamics 

related to passive coordinates, see the studies [29, 53, 54]. 

 

3.2 Energy-based control 

 

Partial feedback linearization enables us to meet our control 

objective to follow a predetermined reference trajectory for the 

controlled variables. However, is it feasible to improve this by 

controlling additional variables? The total body energy is 

another significant factor that is intimately associated with the 

movement of a system. In the studies [55, 56], the control of 

an underactuated mechanical system was considered with the 

main goal of controlling the total mechanical energy and some 

actuated variables of interest. The central question is whether 

it is possible to generate a control input that achieves the 

desired outcome. 

 

lim
𝑡→0

𝐸𝑑 − 𝐸 = 0, (15) 

 

lim
𝑡→0

𝜑1𝑑 − 𝜑1 = 0, lim
𝑡→0

�̇�1 = 0 (16) 

 

The task involves stabilizing actuated variables φ1 and �̇�1 

in Eq. (16) while controlling total mechanical energy E in Eq. 

(15), limiting unactuated variables φ2 and �̇�2 . To design a 

suitable controller based on the total mechanical energy of the 

system, we propose the following Lyapunov function 

candidate: 

 

𝑉 =
1

2
(𝐸 − 𝐸𝑑)2 +

1

2
𝐾𝑑�̇�1

2 +
1

2
𝐾𝑝�̃�1

2 (17) 

 

Deriving the above along the trajectories of Eq. (9), we get: 

 

�̇� = �̇�1[(𝐸 − 𝐸𝑑)𝑢 + 𝐾𝑑�̈�1 + 𝐾𝑝�̃�1] (18) 

 

Let us select the control input, u, as: 

 
(𝐸 − 𝐸𝑑)𝑢 + 𝐾𝑑�̈�1 + 𝐾𝑝�̃�1 = −𝛾�̇�1 (19) 

 

Then Eq. (18) becomes: 

 

�̇� = −𝛾�̇�1
2 ≤ 0. (20) 

 

From Eq. (10), we have: 

 

�̈�1 = 𝑓3𝑉
2 𝑢 − 𝐵𝑎(𝜑, �̇�) + 𝑔𝑎(𝜑) (21) 

 

Substituting Eq. (21) into Eq. (19) yields: 

 

(𝐸 − 𝐸𝑑)𝑢 + 𝐾𝑑(𝑓3𝑉
2 𝑢 − 𝐵𝑎(𝜑, �̇�) − 𝑔𝑎(𝜑))

+ 𝐾𝑝�̃�1 = −𝛾�̇�1 
(22) 

 

According to Eq. (22), we can get the following control law: 

 

𝑢 =
1

(𝐸 − 𝐸𝑑) + 𝐾𝑑𝑓3𝑉
2
(𝐾𝑑𝐵𝑎(𝜑, �̇�) + 𝐾𝑑𝑔𝑎(𝜑)

− 𝛾�̇�1 − 𝐾𝑝�̃�1) 

(23) 

 

Remark 1. The total energy of the 2D wing model is 

calculated as: 
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𝐸 = 𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 + 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦

=
1

2
�̇�𝑇𝑀�̇� +

1

2
𝑞𝑇𝐾𝑞 

(24) 

 

where, 𝑞 = [
𝛿
𝜃
] ,𝑀 = [

𝑚 𝑚𝑥𝜃𝑎
𝑚𝑥𝜃𝑎 𝐼𝜃

] , 𝐾 = [
𝑘𝛿 0
0 𝑘𝜃

]. 

Therefore, the desired reference system energy can be 

computed in terms of the desired coordinates in Eq. (24). 

 

3.3 Differential flatness-based control 

 

It is a sophisticated strategy in control theory, especially 

advantageous for the nonlinear control systems of an unknown 

type. It is based on a notion of “flat outputs” in a system, where 

outputs correspond to the inputs, and all the states and inputs 

can be obtained without any integration. This is useful in 

generating trajectories accurately because the trajectory has 

output for the system. When trajectory generation accuracy is 

required, differential systems arise, allowing trajectory input 

correspondence instead [41]. Eq. (10) and Eq. (11) can be 

reformulated considering linear structural stiffness as follows: 

 

�̈�1 + 𝑎11�̇�1 + 𝑎12�̇�2 + 𝑎13𝜑1 + 𝑎14𝜑2 = 𝑏11𝑢 

�̈�2 + 𝑎21�̇�1 + 𝑎22�̇�2 + 𝑎23𝜑1 + 𝑎24𝜑2 = 0 
(25) 

 

Let 𝜑1 = 𝑥1, �̇�1 = 𝑥2, 𝜑2 = 𝑥3, �̇�2 = 𝑥4, then Eq. (25) can 

be expressed in a state space form as: 

 

�̇� = 𝐴𝑥 + 𝐵𝑢 (26) 

 

where, 𝐴 = [

0 1 0 0
−𝑎13 −𝑎11 −𝑎14 −𝑎12

0 0 0 1
−𝑎23 −𝑎21 −𝑎24 −𝑎22

] , 𝐵 = [

0
𝑏11

0
0

]. 

The flat output 𝑦 of the linear system in (26) can be obtained 

as follows [41]: 

 

𝑦 = [0 0 ⋯ 1][𝐵, 𝐴𝐵 ⋯ 𝐴𝑛−1𝐵]−1𝑥 (27) 

 

𝑦 = (𝑎21𝑥4 + 𝑎21
2  𝑥1 − (𝑎23 − 𝑎21𝑎22))/𝑑, 

𝑑 = 𝑏11(𝑎24𝑎21
2 − 𝑎22𝑎21𝑎23 + 𝑎13

2 ) 
(28) 

 

The output y clearly parametrizes all system variables. To 

demonstrate this, we compute the time derivatives of y in 

succession until the control input u appears as follows: 

 

�̇� = −
𝑎21𝑎23

𝑑
𝑥1 −

𝑎21𝑎24

𝑑
𝑥3 −

𝑎23

𝑑
𝑥4 (29) 

 

�̈� =
𝑎23

2

𝑑
𝑥1 +

𝑎23𝑎24

𝑑
𝑥3 + (

𝑎23𝑎22 − 𝑎21𝑎24

𝑑
) 𝑥4 (30) 

 

𝑦 = 𝑑1𝑥1 + 𝑑2𝑥2 + 𝑑3𝑥3 + 𝑑4𝑥4 (31) 

 

𝑦(4) = (−𝑑2𝑎13 − 𝑑4𝑎23)𝑥1 

+(𝑑1 − 𝑑2𝑎21 − 𝑑4𝑎21)𝑥2 

+(−𝑑2𝑎14 − 𝑑4𝑎24)𝑥3 + 

(𝑑2𝑎12 + 𝑑4𝑎22)𝑥4 + 𝑑2𝑏11𝑢 

(32) 

 

The control input can be determined from the last equation. 

Remark 2. Due to the imposition of linear structural 

stiffness, Eq. (25) is linear in terms of state space form. 

Besides, the equations are regulated about set points of pitch 

and plunge coordinates that encourages using linearized model 

for the target system (in case some nonlinearity is included).  

 

3.4 Servo constraints-based feedforward control 

 

Servo constraints provide an effective way to model 

inversion through equations of constraints in output trajectory 

tracking. This is particularly beneficial in multibody system 

dynamics, where they extend traditional geometric constraints. 

A servo constraint can be incorporated into the equation of 

motion in Eq. (9) for tracking output variables. Consequently, 

the vibration of the aeroelastic wing model will be described 

as: 

 

𝐷(𝜑)�̈� + 𝐵(𝜑, �̇�) + 𝑔(𝜑) = 𝐴𝑢 (33a) 

 

ℎ(𝜑) − 𝑦𝑑 = 0 (33b) 

 

There are two main methods to solve Eq. (33): projection 

and coordinate transformation methods (see the studies [46-48] 

for details). This section will focus on coordinate 

transformation for feedforward control design. Consider the 

following coordinate transformation: 

 

�̅� = [
𝑦 = ℎ(𝜑)

𝜑2
] = 𝛼(𝜑) (34) 

 

Differentiation Eq. (34) twice leads to: 

 

�̇̅� = 𝐻�̇� (35a) 

 

�̈̅� = 𝐻�̈� + �̇��̇� (35b) 

 

Substituting Eq. (33a) into Eq. (35b) leads to: 

 

�̈̅� = [
�̈�
�̈�2

]

= [
(𝐻𝐷−1𝐵)𝑢 − 𝐻𝐷−1((𝜑, �̇�) + 𝑔(𝜑)) + �̇��̇�

[0 1]𝐷−1 (𝐵𝑢 − ((𝜑, �̇�) + 𝑔(𝜑)))
] 

(36) 

 

The above equation represents the equation of motion for an 

underactuated aeroelastic airfoil denoted by the output 

variable y and the underactuated coordinate φ2. The control 

law can be designed from the first row of Eq. (36) for a given 

desired output as follows: 

 

𝑢 = (𝐻𝐷−1𝐵)−1(𝐻𝐷−1((𝜑, �̇�) + 𝑔(𝜑)) − �̇��̇�

+ �̈�𝑑) 
(37) 

 

whereas the internal dynamics can be determined from the 

second row of Eq. (36) with inserting Eq. (37) into it to get: 

 

�̈�2 = [0 1]𝐷−1 (𝐵(𝐻𝐷−1𝐵)−1(𝐻𝐷−1((𝜑, �̇�)

+ 𝑔(𝜑)) − �̇��̇� + �̈�𝑑)

− ((𝜑, �̇�) + 𝑔(𝜑))) 

(38) 
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Remark 3. (i) Other possible control techniques include 

coupling control [57] and backstepping control [58] to 

stabilize underactuated dynamic systems. (ii) It should be 

noted that the aforementioned control techniques presume the 

knowledge of system dynamics. Therefore, work on these 

techniques in adaptive versions is important for practice. As 

far as adaptive control and the schemes for its extensions are 

concerned, refer to [58-62]. 

 

 

4. SIMULATION RESULTS AND DISCUSSIONS 

 

This section carefully provides a number of simulation 

studies designed to evaluate and compare four different 

control strategies applied to an underactuated two-dimensional 

2D-wing model as presented in Figure 1. The parameters that 

define the geometry of the wing have been clearly outlined in 

Table 1, along with all the control parameters for the 

respective control techniques in Table 2 for ease of 

understanding. The gains can be selected gradually from small 

values to large ones, that makes instability in response, and 

then values are halved. In addition, the proposed control 

schemes do not consider the uncertainties related to system 

parameters and hence a system identification technique should 

be implemented in practice to estimate and verify the system 

modeling. 

In order to activate the dynamics of the wing in simulation, 

it is also possible to create oscillations by introducing an 

impulse load or presetting a number of generalized coordinates 

of the wing to certain values. In this work, the duration of 

action of the impulse response of 10 N is chosen to be 0.1 s in 

order to create oscillations in the motion of a wing, whereby it 

is important that the conditions be set at the beginning of the 

process, which is from the rest position. The control 

techniques presented in this research are considered to be 

classical since they do not adapt and hence rely on 

considerable information regarding the physical parameters. 

Conversely, it would not be possible to carry out real-time 

experimentation without employing a system identification 

approach and adaptive control schemes to get the best possible 

output and performance.  

Overall, five trials were carried out carefully, the results of 

which are depicted graphically in Figures 2-4 with respect to 

the responses concerning pitch, plunge, and control input, 

respectively. Experiment 1, first, focuses on the wing vibration 

mode of forced initial conditions with an open-loop system. 

This causes some important effects, for example, high-order 

oscillations and long settling times, which are very important 

for the evaluation of the system’s dynamic performance. In 

Experiment 2, however, the emphasis shifts, and partial 

feedback linearization is applied with the goal of controlling 

the punch coordinate. At the same time, Eq. (11) is used to 

control certain internal dynamics related to the pitch angle of 

the wing. However, it is important to point out that while the 

use of partial feedback linearization usually entails the need 

for the inverse of the mass matrix, looking at the present 

results. We do not deal with that aspect, as Eq. (11) and Eq. 

(12) represent a significant reduction in complexity since they 

presume a mass coefficient equal to one, making the analysis 

straightforward. Next, Experiment 3 combines energy-based 

control in Eq. (23) for the common purpose of mitigating 

oscillations by employing energy in the control scheme. 

However, it was noted that substantial issues may be 

encountered in the computations when the energy value nears 

zero, hence resulting in very high control inputs, which can 

make the system unstable. In experiment four, a flatness-based 

approach is employed in which control is linearized with 

respect to certain equilibrium points, and the control 

implemented is from Eqs. (28)-(32). This approach has a 

formulation that uses state variables of order four and states 

that this way of working in the real world may be problematic 

as it leads to very high-frequency signals, which make it hard 

to control the system. Finally, experiment number five 

describes a simulation of the wing using the closed-loop 

control method with servo limitations. In this instance, the 

controller given by Eq. (37) is built by combining feedback 

with feedforward in an effort to improve the overall 

performance of the control system. On the other hand, the 

weakness of this approach is that the inverse matrix, which has 

to be computed in this approach, can lead to problems of 

computational singularity affecting the smoothness and 

reliability of control. The big feature of this technique is the 

fast response of the response compared with the rest of them. 

 
Table 1. Physical parameters used in simulation experiments 

[7] 

 
Parameter Value 

A 0.135 m 

m 12.4 

Iθ 0.07 kg.m2 

rcg 0.09-(a+b.a) 

xθ rcg/a 

ρ 1.23 kg/m3 

span 0.6 m 

𝑐𝑙𝜃  6.3 

kδ 2844 N/m 

𝑐𝑙𝑢 3.36 

cδ 27.4 Ns/m 

𝑐𝑚𝜃
 (0.5+b) 𝑐𝑙𝛼 

𝑐𝑚𝑢
 -0.6 

kθ 2.82 

 

Table 2. Control gains used in the selected control methods 

 
Control Method Gain Values 

PFLC Kp=200, Kd=50 

EC Kp=300, Kd=75 

FC 
The characteristic polynomial selected is 

𝑠2 + 2𝜉𝑤𝑛𝑠 + 𝑤𝑛
2 with ξ=0.7 and wn=0.8 

SCFC 
Here only a feedforward control term is 

used. 

 

 
 

Figure 2. Pitch response 
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Figure 3. Plunge response 

 

 
 

Figure 4. Control input response 

 

 

5. CONCLUSIONS 

 

This paper investigates the effectiveness of the following 

control techniques in smoothing the responses of a two-

dimensional configuration of an aeroelastic wing in quasi-

steady flow: PFLC, EC, FC, and SCFC. PFLC manages the 

controlled degrees of freedom by utilizing the system’s innate 

stability due to the presence of passively controlled joints. 

However, it is also available for active joint control only, 

requiring a full passive stability analysis and the property of 

an inertia matrix’s inverse. EC control law embeds a desired 

energy value in the physical formulation and aims to control 

energy states. However, it might be quite difficult or even 

impossible to realize such an approach in applications. After 

formulating output terminal specifications, linearizing flatness 

control is used without concern about how well the actual 

system will follow the dynamics enclosing these outputs, but 

it ignores the fact that high-order state derivatives are subject 

to noise and, even if available, significantly degrade control 

performance. On the other hand, SCFC transforms motion 

equations in order to impose kinematic constraints and fuses 

feedback and feedforward methods in the control of kinematic 

motions, which requires a thorough assessment of the stability 

of internal dynamics. The different control methods mentioned 

above have their own advantages, but they also bring 

limitations which should be scrutinized thoroughly. A detailed 

analysis of adaptive control varieties may then be necessary in 

order to check with the real practicality of each of these 

approaches. All the investigated control methods in this paper 

are sensitive to disturbance and system uncertainty; however, 

the SCFC could give better performance and faster response 

due to the presence of a feedforward term. See Table 3 for a 

comparison between the above-mentioned control schemes. 

Attention could also be given to several aspects in order to 

improve these control schemes in one way or another. One 

such expansion seems to be the addition of actuator 

mechanical dynamics to the dynamic model of the wing, 

making such a system three active controlled degrees of 

freedom with one actuation schema. In addition, taking into 

account the architectural control system disturbances, such as 

gust and jet effects, is important since these influences may 

significantly degrade the performance of the system. Lastly, 

the combination of smart control methods and the continuous 

model of the wing might prove beneficial in increasing the 

adaptability and reactivity of the system in operation. 

 

Table 3. Comparison of the above-mentioned control methods 

 

Feedback Linearization Energy-Based Control Flatness-Based Control 
Servo Constraints-Based 

Feedforward Control 

1. The goal is to design a nonlinear 

control law that can canel the 

nonlinearity in the closed-loop 

dynamics. 

1. The goal is to inject the system 

energy dynamics in the control 

law. 

1. The goal is to select 

flat outputs to generate 

control law. 

1. The goal is to use servo 

constraints to achieve precise 

control with a fast response. 

2. It is a model-based apporach. 

2. It is a model-based scheme that 

requires calculation of system 

energy dynamics in Lyapnov 

function. 

2. It is a model-based 

scheme. 
2. It is a model-based apporach. 

3. It needs full or partial state variables 

in control law strcuture. 

3. It could not require a full state 

feedback. 

3. It could not require a 

full state feedback. 

3. Use a feedforward state term 

for precise tracking. 

4. The challenges lie in points (2) and 

(3) mentioned above. 

4. The challenge lies in point (2) 

mentioned above for complex 

systems. 

4. Capturing the flat 

outputs could be difficult 

for complex systems. 

4. Sensitive to changing 

conditions and disturbances. 
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NOMENCLATURE 

 

a the semichord, or reference length, m 

b a non-dimensional distance between the mid-chord 

and the elastic axis 

cδ viscous damping coefficient related to plunge 

coordinate, ns/m 

cθ viscous damping coefficient related to plunge 

coordinate, n rad s/rad 

𝑐𝑙𝜃
  a dimensionless lift coefficient related to pitch 

coordinate  

𝑐𝑙𝑢   a dimensionless lift coefficient related to control 

surface angle  

𝑐𝑚𝜃
  a diemnsionless moment coefficient associated with 

pitch  

𝑐𝑚𝑢
  a dimensionless moment coefficient associated with 

control surface coordinate 

Iθ the mass moment of inertia of the wing about the 

elastic axis, kg.m2 

kδ spring (structural) stiffness coefficient related to 

plunge coordinate, n/m 

kθ spring (structural) stiffness coefficient related to pitch 

coordinate, nm/rad 

L aerodynamic force, n 

m  the mass of the wing, kg 

T aerodynamic torque, nm 

u control surface angle related to flap  

V  free stream velocity 

xθ the nondimensional distance between the center of 

mass and the elastic axis 

 

Greek symbols 

 

δ plunge coordinate, m 

θ pitch coordinate, rad 

σ air density, kg.m-3 
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