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Face emotion recognitions find numerous applications including human-computer 

interaction, multimedia retrieval, and social robotics. Recent advancements in deep 

learning, particularly the use of Convolutional Neural Networks, have significantly 

improved the performance of facial emotion recognition systems. The present paper dwells 

on the fact that complex face emotions are critical in understanding human reactions and 

can support tackling problems in healthcare, education, retail and other domains. This 

paper attempts to identify complex face emotions and introduces a Complex Face Emotion 

Recognition Model using deep leaning techniques. The experiment was carried out based 

on the concept of complex emotion as a combination of two or more basic emotions. The 

model developed was trained on FER2013 dataset for basic face emotion recognition. 

Further, a novel complex face emotion technique was presented here to validate more than 

five different complex emotions. The model performance was measured by accuracy, 

precision, and prediction capacity of the model are presented for different complex 

emotions. 
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1. INTRODUCTION

Facial emotion recognition has been a longstanding 

challenge in computer vision and deep learning [1]. 

Traditional methods for emotion recognition have primarily 

focused on classifying fundamental facial expressions, such as 

the six basic emotions (sadness, happiness, anger, disgust, 

surprise and fear). However, real-world facial expressions 

often represent a much more comprehensive variety of 

emotions and understated variations in intensity.  

The dimensional model of emotion, representing emotions 

as points in a multidimensional space, is a robust framework 

for modelling the complexity of facial expressions. By training 

Convolution Neural Network (CNNs) to predict the 

coordinates of facial expressions in this dimensional space, 

researchers have developed systems capable of fine-grained, 

continuous analysis of emotion, going beyond the limitations 

of traditional discrete classification approaches [2]. 

Researchers have also proposed using deep CNNs to 

address this limitation and analyze facial expressions within a 

dimensional emotion model. This approach allows for 

recognizing a broader spectrum of emotions, including 

complex and nuanced expressions, rather than being limited to 

a predefined set of discrete categories [3]. 

CNN-based methods have achieved remarkably high 

accuracy by learning robust features from large-scale datasets 

of facial images collected from the web [4] This allows the 

models to capture the nuances & complexities including a full 

range of emotions and their varying intensities. 

The rise of deep learning has accelerated face recognition 

research, as CNNs are being applied to various computer 

vision tasks, including facial expression analysis, age 

estimation, and more. As this field continues to evolve, we 

expect to see even more sophisticated and accurate systems for 

complex facial emotion recognition, with far-reaching 

applications in human-computer interaction, psychology, and 

mental health [4]. 

Complex emotional states [5] are fundamentally significant 

not solely for interpersonal human interactions but also for 

interactions between humans and computers, as the emotional 

state of a person can significantly impact their concentration, 

decision-making, and overall productivity. It is a combination 

of two or more basic emotions based on the Robert Plutchik 

model of the emotion wheel. For example, the emotion of 

nostalgia is a combination of happiness and sadness, and the 

emotion of hope is a combination of fear and happiness. 

Similarly, Awe is feeling of reverence, admiration, wonder is 

a combination of fear and surprise and so on.  

Though there are a number of studies available on the FER, 

there is very scarce literature on Complex Face Motion 

Recognition (CFER). Present paper is an attempt to develop a 

model of CFER using CNN. The model uses available datasets 

for training basic emotions and a novel technique was used for 

deriving complex emotions out of it. The model was tested for 

about seven different complex emotions. The accuracy of the 

validation remained between 80 to 20%.  

This research paper is structured as follows: Section 2 

provides a literature review focused on the use of deep 

learning, particularly CNNs, for recognizing complex 

emotions derived from basic emotions. Section 3 outlines the 
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framework for formulating complex facial emotions, 

including preprocessing, basic emotion recognition, weight 

derivation, dataset usage, and the proposed algorithm. Visual 

guides, such as flow diagrams and training flowcharts, 

illustrate the process. Section 4 discusses experimental results, 

comparing the performance of CNNs in recognizing basic and 

complex emotions. Key findings are supported by accuracy 

tables, classification trends, and heatmaps for performance 

metrics. Section 5 concludes by summarizing the contributions 

and challenges in deep learning-based emotion recognition, 

emphasizing the need for diverse datasets, interpretable 

models, and multimodal approaches for future research. 

 

 

2. RELATED LITERATURE 

 

Facial expressions represent a significant portion of the 

emotional expression and communication of humans, as per 

psychological theories on emotion. The intensity and nuanced 

nature of these expressions perform an important role in 

interpersonal interactions and convey a wealth of information 

beyond the basic six emotions [6]. Research [7] established 

that there are six universal basic emotions (anger, fear, disgust, 

happiness, sadness, and surprise) that can be reliably 

recognized from facial expressions. 

Research [8] has found that facial emotion recognition is a 

complex task due to the highly personal, contextual, and 

multidimensional nature of human emotions. 

While traditional computer vision techniques have been 

applied to emotion recognition, they often rely on manually 

engineered features and are limited in their ability to capture 

the full complexity of facial expressions [9].  

The use of deep learning, especially CNNs, has 

revolutionised the field of facial emotion recognition. CNN-

based methods are capable of learning robust, hierarchical 

features from large datasets of facial images, enabling them to 

recognise a much broader range of emotional expressions, 

including subtle and complex ones. Compared to traditional 

computer vision approaches, deep learning models can be 

directly trained on raw image does not require an extensive 

feature engineering. The model automatically learns important 

features for emotion recognition, leading to significant 

performance improvements [10-13]  

As the domain of facial emotion recognition progresses, we 

anticipate observing increasingly advanced and accurate 

systems that can reliably recognise a wide range of complex 

emotional states, with far-reaching applications in human-

computer interaction, psychology, and mental health. CNN-

based, for emotion recognition. However, there are still 

challenges in accurately recognising complex emotions, as the 

deep learning models need to capture the intricate patterns and 

subtle variations in facial expressions [14]. 

Researchers have proposed various alternatives or 

modifications in existing methods for CFER. For Example, 

Attentive CNN, PROLOG [15], Long Term-Short Term 

(LSTM) memory networks and many more. In another novel 

study, authors have proposed a novel approach to represent 

and detect complex emotions based on Plutchik’s model. 

Instead of directly predicting complex emotions, the authors 

train a classifier to detect seven basic emotions and then 

represent complex emotions as vectors derived from these 

basic emotion intensities. Their experimental results show 

promising results for complex emotions like “Love”, 

outperforming the baseline DeepMoji model. However, their 

model shows slightly lower accuracy in detecting “Guilt” 

compared to DeepMoji. The authors acknowledge limitations 

in their dataset and suggest further research with a more 

diverse range of emotions [16]. 

The author has provided an approach for identifying 

sophisticated affective states for detecting complex emotions 

using Plutchik’s model and multi-label classifiers. The authors 

introduce a new textual and social corpus labelled with basic 

emotions, which is used to train a model for complex emotion 

recognition. The main contributions include a language model 

transfer to a multi-label classifier based on the transformer 

decoder architecture and a formal method for interpreting 

complex emotions using basic emotion vectors [17]. The 

Plutchik Emotion Wheel, as shown in Figure 1, is a theoretical 

model that categorizes human emotions into primary and 

complex forms, illustrating their relationships and intensities. 

Plutchik identified eight primary emotions: happiness, trust, 

fear, surprise, sadness, anticipation, anger, and disgust. These 

fundamental emotions can combine to create more nuanced, 

complex emotional states, similar to how primary colors mix 

to form secondary colors. For instance, the combination of 

happiness and trust gives rise to the complex emotion of love, 

while the blending of fear and surprise results in awe. 

Plutchik’s model also includes the concept of “emotion 

intensity,” where emotions become more heightened towards 

the center of the wheel. For example, serenity represents a less 

intense form of happiness, while ecstasy is a more intense 

manifestation of the same primary emotion. Furthermore, 

Plutchik’s iceberg model suggests that the visible emotional 

expressions we observe are merely the surface-level, with 

deeper, underlying emotions and motivations existing beneath. 

This conceptualization helps to elucidate the complexity and 

depth of human emotional experiences. Plutchik’s theory also 

offers a simple formula for understanding the formation of 

complex emotions, whereby a complex emotion can be 

represented as the sum of two primary emotions. For instance, 

love can be expressed as the combination of happiness and 

trust, while awe arises from the fusion of fear and surprise. 

 

 
 

Figure 1. Robert Plutchik model of the emotion wheel [17] 

 

Overall, the Plutchik Emotion Wheel serves as a valuable 
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framework for visualizing and comprehending the intricate 

nature of human emotions and their interrelationships. Table 1 

shows a list of basic and complex emotion formation from two 

basic emotions. 

 

Table 1. Complex emotion formed from basic emotions [18-22] 

 
Basic Emotions Angry Disgust Fear Happy Sad Surprise 

Angry Angry Contempt Antagonism Vengeance Depressed Indignation 

Disgust Contempt Disgust Shame Morbidity Remorse Disbelief 

Fear Antagonism Shame Fear Frustration Despair Awe 

Happy Vengeance Morbidity Wonder Happy Yearning Delight 

Surprise Indignation Disbelief Awe Delight Disapproval Surprise 

 

For example, combination of surprise and fear leads to 

“Awe” as a complex emotion as shown in Figure 2.  

 

 
 

Figure 2. Awe complex emotion = Surprise + Fear 

 

In another study, authors highlight the difficulty of 

capturing authentic emotional responses and the complexity of 

analysing dynamic facial expressions in real-time [23]. They 

advocate for the use of more naturalistic datasets and 

experimental paradigms to understand how facial expressions 

unfold in the context of everyday social interactions. 

Other than, the basic six-emotion models [24], authors in 

this paper have explored more nuanced and contextualised 

approaches to emotion recognition. This includes 

incorporating additional modalities (e.g., speech, body 

language) and accounting for cultural and individual 

differences in emotional expression. Research has 

demonstrated that deep learning frameworks, especially CNN 

gain a good accuracy in facial emotion detection compared to 

statistical methods relying on handcrafted features. Moreover, 

deep learning models trained on large datasets exhibit strong 

generalisation ability, enabling them to perform well on 

unseen data and leading to more robust emotion detection 

systems [25]. 

In summary, complex facial emotion recognition, using 

deep learning, particularly CNNs, has emerged as a promising 

field with significant advancements in recent years.  

However, the research also highlights several challenges in 

developing practical and reliable facial emotion recognition 

systems using deep learning. A key challenge is the absence of 

publicly available diverse, large and label datasets for training 

the model. 

A significant body of research has explored using the 

FER2013 dataset for facial emotion recognition, primarily 

employing convolutional neural networks. Studies have 

investigated various CNN architectures, including those 

tailored for lightweight models, achieving promising results 

on FER2013. Researchers have also explored the impact of 

data augmentation techniques to address limitations of 

FER2013, such as class imbalance and variations in pose and 

illumination. While FER2013 has been instrumental in 

advancing FER research, studies acknowledge its biases and 

limitations, prompting comparisons with other datasets like 

CK+, JAFFE, and AffectNet. These comparisons highlight the 

importance of dataset diversity and the generalisation 

capabilities of FER models [26]. 

 

 

3. METHODOLOGY 

 

Facial emotion recognition is a critical component of 

understanding human behavior and social interaction. It 

consists of three steps: face identification, face expression 

recognition and forming a complex emotion based on the 

seven basic emotions. Facial emotion recognition employs 

advanced algorithms to achieve accurate results where initial 

face detection is followed by a detailed analysis of facial 

movements and features, ultimately classifying emotions into 

basic categories such as happiness, sadness, anger, surprise, 

disgust, fear and neutral. 

Convolutional neural networks are frequently used for 

image and video processing. It has built-in feature extraction 

filters and provide good accuracy in basic emotion 

recognition. Complex emotions are a combination of two or 

more related or opposite basic emotions. Complex emotions 

are difficult to recognise by machine. 

As shown in Figure 3, there are three important blocks of 

complex emotion formulation. 

 

 
 

Figure 3. Flow diagram for complex facial emotion 

formulation 

 

3.1 Image input and preprocessing 

 

This segment delineates the preliminary phase of the 

pipeline wherein the input image is acquired through webcam. 

A series of preprocessing procedures, including resizing, 

normalization, noise attenuation, deblurring, grayscale and 

dimensionality reduction to 48×48 pixels, are implemented to 

adequately prepare the image for ensuing analytical processes. 

This methodology guarantees that the data is pristine, uniform, 

and optimized for the recognition of emotional states. 

Following preprocessing, the next step involves feature 

extraction, where key characteristics of the facial expressions 

are identified and quantified to facilitate accurate emotion 

recognition. 
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3.2 Basic emotions recognition and emotion weights 

generation 

 

In this stage, the system identifies and assigns weights to 

basic emotions (e.g., happiness, sadness, anger, fear, surprise, 

disgust) based on the features extracted from the preprocessed 

image. These weights represent the intensity or likelihood of 

each basic emotion being present in the input. For this purpose, 

a CNN model was used.  

The main aim of CNN was a convolution operation to 

extract salient features from the input dataset (image or video). 

By learning relevant image features, the convolution layer 

preserves the spatial relationships between pixels. Parameter 

of layers are feature detector, kernel and filter. The “Activation 

Map”, or “Feature Map”, “Convolved Feature” represents the 

matrix generated by moving the filter on the image and 

calculate the dot matrix product. The selection of stride and 

filter size are crucial design choices in this layer.  

Figure 4 illustrates the functional blocks of training the 

model for basic emotion recognition, which include 

preprocessing the captured input image, feature extraction, and 

classification using the CNN. The model’s highlighted 

weights correspond to the recognized basic emotions. Highest 

weight returned by model is consider as emotion recognition. 

 

 
 

Figure 4. Flowchart for training the model to predict 

complex emotions 

 

3.3 Derivation of complex emotion weights 

 

Complex emotion is formed from the combination of basic 

emotions. Table 1 shows 7 basic emotions on the first row and 

first column forms a complex emotion in the matrix form.  

The two highest weights are subsequently identified from 

the basic emotional array. Using the basic emotion weights, 

the system maps them to complex emotions (e.g., nostalgia, 

jealousy, pride, awe) by applying a combination of heuristic or 

learned relationships with mathematical formulation.  

In this final block, complex weights are calculated to the 

identified complex emotions through amalgamation of two or 

more emotions and intensity of their emotion is identified 

through average weight comparison. After the fully connected 

layer, the softmax activation function is applied to the logits. 

The softmax function converts these raw scores into 

probability weights for each seven emotion category. 

The Basic Emotions (BA) are arranged in the form of an 

array of 1×7 in size as in Eq. (1) 

 

BA = {Angry, Disgust, Fear, Happy, Neutral, Sad, 

Surprise} 
(1) 

 

The Complex Emotion is calculated as in Eq. (2).  

 

Complex Emotion = ∑ 𝑐 𝑊𝑛

𝑛

𝑖=1

 (2) 

 

where, 

Wn: Weight of basic emotions. 

n is between 1 to 7, index of basic emotion as shown in Eq. 

(1).  

C is a multiplication factor. 

For experimental purposes based on Robert Plutchik’s 

Model, the multiplication factor c was determined as below. 

The two maximum dominant basic emotions and their 

respective weights Wmax1 and Wmax2 were prioritized based on 

an Average Weight value as 

 

𝑊𝑎 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒(𝑊𝑚𝑎𝑥1 + 𝑊𝑚𝑎𝑥2) (3) 

 

where, c is 0, if Wn < Wa, else, when, 

 

𝑊𝑛 > 𝑊𝑎 (4) 

 

The multiplication factor acts as a balancing mechanism, 

using the average of secondary emotions (Wa) to scale the 

contribution of each emotion. It also considers the threshold 

value for identifying the complex emotions as combination of 

two prominent basic emotions. Figure 5 shows the complex 

emotion prediction by using training the CNN model for 

complex face emotion recognition.  

 

 
 

Figure 5. Complex emotions from Databrary dataset [14] 

 

3.4 Dataset 

 

The model was trained using FER2013 dataset [27] and 

tested using Databray’s Complex emotion dataset [14]. 

FER2013 is an Open Source dataset known as “Facial 

Expressions Recognition Dataset,” contains a number of 

grayscale images. It contains the seven categories of basic 

emotions as described in Eq. (1). There are about 36,321 

grayscale images. About 80% (29,038 images) were used for 

training. 

The Complex Emotion Expression Database (CEED) is a 

comprehensive collection of 480 images depicting a diverse 

range includes basic and complex emotions. These include, 

lovesick, desirous, contemptuous, attracted, flirtatious, 

brokenhearted, betrayed, jealous and affectionate. The 

database was developed to address limitations in previous 

datasets and investigate hypotheses regarding the 

developmental trajectories of sensitivity to complex emotional 

expressions. The database features a diverse group of eight 

young adult actors, and the emotional portrayals were 

independently evaluated by approximate 800 audience to 
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confirm the of the face emotional expressions. This dataset is 

an available Databrary portal with the appropriate investigator 

signatory. It has a collection of images depicting both basic 

and complex emotions. It was created by photographing 

trained actors portraying these emotions. The actors, a diverse 

group of men and women of different ages and ethnicities, 

were guided through a method-acting approach to elicit 

authentic expressions. The resulting database, with its diverse 

range of emotions and actors, provides a valuable resource for 

researchers studying the complexities of emotional 

expression. CEED is an invaluable resource for researchers 

studying emotion perception and processing. Developed by 

Authors at Pennsylvania State University and funded by the 

National Institute of Mental Health (NIMH), this dataset 

includes a comprehensive collection consisting of 243 in basic 

and 237 in complex facial emotions performed by trained 

actors. The database aims to facilitate research by providing a 

reliable and validated set of stimuli, addressing the challenge 

of finding well-tagged and labelled images for complex 

emotional expressions in open-source datasets. CEED’s 

rigorously reviewed images ensure high-quality data for 

experimental studies, contributing significantly to 

advancements in understanding complex emotion processing. 

With contributions from 8 actors and feedback from 800 

participants, CEED stands as a robust tool for psychological 

research and related fields. Figure 6 shows nine complex 

emotions from the dataset. Dataset images creation are 

contributed by 8 actors aged 18 to 27 with demographic 

diversity. It includes equal gender representation (4 males, 4 

females) and actors from two major ethnic groups: White (4 

actors, 241 images) and Black (4 actors, 239 images). The 

number of images per actor ranges from 15 to 88, with the 

largest contribution from a 24-year-old Black female (88 

images) and the smallest from a 21-year-old White female (15 

images). While the dataset is diverse in age, gender, and 

ethnicity. Table 2 shows total number of labeled complex 

emotions from Databrary dataset 

 

Table 2. CEED Dataset images 

 
Expression No. of Images 

Affectionate 36 

Attracted 19 

Betrayed 20 

Brokenhearted 36 

Contemptuous 19 

Desirousa 46 

Flirtatious 22 

Jealous 9 

Lovesick 30 

Complex 237 

 

 
 

Figure 6. Complex emotions from Databrary dataset [14] 

3.5 Algorithm 

 

Algorithm 1 trains and evaluates a CNN model on the FER 

2013 dataset for seven basic emotions. 

Dataset details: 

• FER 2013 dataset: Grayscale images labeled with seven 

emotion categories. 

• Training and testing splits: Xtrain, ytrain, Xtest, ytest, xtest, ytest. 

CNN model components: 

• Feature Extractor (FE): Defines the layers used for feature 

extraction (e.g., CNN layers). 

• Classification Layer (CL): Fully connected layer for final 

classification. 

Training process: 

• Normalization: Ensures pixel values are scaled to a 

consistent range. 

• Data augmentation: Techniques like rotation, flipping, or 

cropping to improve model generalization. 

• Loss function: Cross-entropy loss (Lcat) to compare 

predictions with true labels. 

• Optimization: Gradient descent/backpropagation used to 

update model weights. 

• Epochs and batches: Number of training epochs and batch 

sizes for processing images. 

Testing metrics: 

• Softmax output: Converts into probabilities for seven 

emotion classification. 

• Accuracy: Measures the percentage of correct predictions 

on the test set. 

 

Algorithm 1: Training and testing for FER 

Require: 

Xtrain: Grayscale training images. 

ytrain: Labels for training images in Xtrain 

Xtest: Grayscale test images. 

ytest: Labels for test images in Xtest 

FE: Feature extractor (e.g., CNN layers or pre-trained 

model). 

CL: Classification layer. 

1.   For epoch in number of epochs do 

2.     For each batch in Batch (Xtrain, ytrain) do 

3.      For x,y in batch do 

4.              x  ← Normalization (x) 

5.              x  ← DataAugmentation (x) 

6.              z  ← CL (FE(x)) 

7.              𝒚̂  ← Softmax (z) 

8.              𝑳𝐜𝐚𝐭  ← CrossEntropy (𝒚̂ , 𝐲) 

9.      End For 

10.    𝑳𝐜𝐚𝐭  ← Average (Lcat) over batch 

11.    Update model weights (backpropagation of Lcat) 

12.    End For 

13.  End For 

14.  For 𝒙𝒕𝒆𝒔𝒕 , 𝒚𝒕𝒆𝒔𝒕  in 𝑿𝒕𝒆𝒔𝒕 , 𝒚𝒕𝒆𝒔𝒕  do 

15.       𝒚̂ 𝒕𝒆𝒔𝒕  ← Softmax (CL (FE(x))) 

16.      acc  ← Accuracy (𝒚̂
𝒕𝒆𝒔𝒕

, 𝒚𝒕𝒆𝒔𝒕) 

17.  End For 

18.  Accuracy   ← Accuracy (acc) 

 

Algorithms 2 was used to test CNN model over new image 

dataset like CEED to identify complex emotions. This 

algorithm applies on a pre-trained CNN to identify primary 

and secondary emotions from a new dataset (e.g., CEED) 

using image. 
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Algorithm 2: Primary and secondary FER 

Require: 

face_classifier ← Haar Cascade for face detection classifier 

← Pre-trained CNN model for emotion classification 

emotion_labels ← [‘Angry’, ‘Disgust’, ‘Fear’, ‘Happy’, 

‘Neutral’, ‘Sad’, ‘Surprise’] 

cap ← Input video stream or image sequence through web 

cam  

1. Log system specification like CPU, Disk, Memory 

2. for each frame in cap: 

3.     Read the frame frame. 

4.     if frame=None: break to confirm the video stream 

5.     Convert frame to grayscale gray. 

6.     Detect faces in gray using face_classifier. 

7.     for each face (x,y,w,h): 

8.          Extract roi_gray ← gray[y:y+h,x:x+w]. 

9.          Resize roi_gray to (48,48). 

10.        Normalize roi_gray to [0,1]. 

11.        Expand roi_gray dimensions for prediction. 

12.        Compute prediction ← classifier.predict(roi). 

13.        Identify primary emotion: label ← 

emotion_labels[prediction.argmax()]. 

14.        Identify secondary emotion: second_label ← Second 

highest value in prediction array. 

15.        Overlay label and second_label on frame. 

 

Dataset details: 

• CEED dataset used for testing 

Face detection: 

• Haar cascade classifier: Used for face detection in 

grayscale images. 

Image preprocessing: 

• Convert to grayscale. 

• Resize to 48 × 48 × 48 (same as model input size). 

• Normalize pixel values to a range of [0, 1].  

Emotion classification: 

• Pre-trained CNN: Outputs a probability distribution over 

seven emotion labels. 

• Primary emotion: Determined using the class with the 

highest predicted probability. 

• Secondary emotion: Determined using the second highest 

predicted probability. 

Complex emotions: 

Predicted primary and secondary emotions are displayed on 

the image frame. 

 

 

4. RESULTS 

 

The experimental results obtained are arranged in two 

sections as performance metric for basic emotions and the 

second section as performance metrics for complex emotions. 

 

4.1 Performance of CNN model for basic FER 

 

Table 3 shows the experimental result for the emotions like 

Angry, disgust, fear, happy, sad and surprise. The “happy” 

emotion had the highest accuracy of 100% while disgust as the 

lowest. The misclassification of disgust [28-30] seems 

common across literature, it may be sharing visual features 

with other negative emotions like anger or sadness, which 

causes overlapping features and makes classification more 

confusing. Additionally, there are fewer samples available 

compared to other emotion categories, limited representation 

in datasets, and difficulties in labeling due to cultural and 

contextual differences. 

Table 4 shows a confusion matrix is created for basic 

emotions. 

 

Table 3. Accuracy of basic emotions 

 
Emotion Category No. of Images Correctly Classified Images Accuracy (%) Precision (%) F1 Score 

Angry 48 29 60 60.4 0.6 

Disgust 28 3 11 10.7 0.1 

Fear 48 34 71 70.8 0.7 

Happy 48 48 100 100.0 1.0 

Sad 33 25 76 75.8 0.8 

Surprise 53 44 83 83.0 0.8 

 

Table 4. Confusion matrix of basic emotions 

 
 Angry Disgust Fear Happy Sad Surprise 

Angry 29 4 3 5 4 3 

Disgust 4 3 4 6 6 5 

Fear 5 4 34 1 1 3 

Happy 0 0 0 48 0 0 

Sad 2 1 1 1 25 3 

Surprise 1 1 5 1 1 44 

 

4.2 Performance of CNN model for complex FER 

 

Table 5 indicates the accuracy of testing the model on 

CEED dataset and Figure 7 shows a heat map for the same 

dataset.  

The system performs well in recognizing certain emotions 

like “Affectionate”, “Brokenhearted,” however it struggles 

significantly with others such as “Contemptuous” and 

“Lovesick.” The overall accuracy indicates room for 

improvement. 

The total dataset comprises 491 images, of which 283 were 

classified correctly, leading to an overall accuracy of 58%. 

The overall Precision, Recall, and F1 Score stand at 57.64%, 

indicating a moderate level of classification performance. 

However, certain categories show significant disparities in 

performance. 

Figure 8 shows performance of the method for different 

complex emotions using a heatmap. 
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Table 5. Accuracy of complex FER 

 
Emotion Category No. of Images Correctly Classified Images Accuracy (%) Precision (%) F1 Score 

Affectionate 36 29 81 80.6 0.8 

Betrayed 19 8 42 42.1 0.4 

Attracted 15 4 27 26.7 0.3 

Broken hearted 36 32 89 88.9 0.9 

Contemptuous 20 0 0 0.0 0.0 

Desirous 46 13 28 28.3 0.3 

Flirtatious 22 12 55 54.6 0.6 

Lovesick 30 0 0 0.0 0.0 

Jealous 9 2 22 22.2 0.2 

 

 
 

Figure 7. Classification accuracy and misclassification of 

complex emotions 

 

 
 

Figure 8. Heatmap of performance metrics for complex 

emotion recognition 

 

Happy: 

This category achieves perfect classification, with 100% 

recall, precision, accuracy and F1 score 1.0. 

The model performance with this category indicates 

robustness in detecting happiness-related images. 

Brokenhearted: 

With an Accuracy of 89% and an F1 Score of 0.89, this 

category shows strong performance. 

The model reliably classifies “Brokenhearted” emotions, 

suggesting good feature extraction for this emotion. 

Surprise and affectionate: 

These categories exhibit high accuracy (83% and 81%, 

respectively) and strong F1 scores (0.83 and 0.81). 

The results suggest the model is effective at distinguishing 

these emotions. 

Awe: 

An attempt was made in testing the model using free pick 

images of “Awe” complex emotion. 9 images our 10 such free 

pick images were recognized correctly with an accuracy of 

90%, precision of 90.2% an F1 score 0.9.   

 

 

5. CONCLUSIONS AND FUTURE DIRECTIONS 

 

The author has put forward a sophisticated model for facial 

emotion that integrates a combination of seven basic emotions. 

A mathematical framework has been developed and 

empirically validated on complex emotions such as Awe, 

Affectionate, and Brokenhearted. 

Deep learning has emerged as a powerful approach for 

facial emotion recognition, offering several advantages over 

traditional methods. However, the research also highlights 

several key challenges in developing practical and reliable 

facial emotion recognition systems using deep learning.  

One key challenge is the limited availability of large, 

diverse, and annotated datasets for training deep learning 

models. A second challenge is the need for more robust and 

interpretable deep learning models, as current models can 

achieve high accuracy but their internal workings are often 

opaque for a feature exaction and exploring multimodal 

approaches that integrate visual and other cues for emotion 

recognition. 
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