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Skin cancer is a significant global health concern, and early detection is crucial for 

successful treatment outcomes. Traditional diagnostic methods require expensive tools, 

such as a dermatoscope, which may not be available at all facilities. Artificial 

intelligence (AI) is one potential solution, which could provide accurate analyses of 

regular photos and determine whether any skin lesion can be found. The aim of this 

study is to develop AI-based models for skin cancer detection through the help of 

sophisticated deep learning (DL) algorithms. For evaluated models, including 

Convolutional Neural Network (CNN), Xception, InceptionV3, NASNetMobile, and 

VGG16. Note that their comparison metrics consist of accuracy, precision, recall 

values, F1 score, AUC on ROC curve, and specificity. The CNN model performed best, 

where it gave an accuracy of 97% and AUC 0.9962. The Xception model, with an 

accuracy of 95% and AUC of 0.9800, came next. Our InceptionV3 model played hard 

with an accuracy of 93% and AUC is 0.9819. Other models such as NASNetMobile and 

VGG16 showed less performance compared to the above model as follows with 

accuracy: 69%, AUC: 0.8228, and accuracy of 77%, AUC: 0.8057 correspondingly. 

Our study shows the promise of AI for increasing both the accuracy and availability of 

skin cancer diagnosis, opening up a much-needed addition in the fight to lower 

treatment-critical oncologic morbidity and mortality. Our work intends to create a 

superior model for skin cancer detection and improve medical image analysis and 

diagnostic tools. 

Keywords: 

skin cancer detection, deep learning, 

dermatological images, Convolutional Neural 

Network (CNN), Xception, VGG16, 

NasNetMobile InceptionV3 

1. INTRODUCTION

Skin cancer represents a great concern for global health 

expressed in a number of more than 3.5 million diagnosed 

cases per year, which include melanoma, basal cell carcinoma, 

and squamous cell carcinoma. An astounding factually 

presented is that this exceeds cancers such as breast, lung, and 

colon combined and that melanoma kills one person a minute 

[1]. Thus, the burden of SC underlines the importance of early 

detection through materialized and efficient treatment. 

Catching the disease early is crucial for successful treatment. 

For instance, the ten-year survival rate of detected cases is 

94% if diagnosed early; if the cancer progressed, as in case 

melanoma, into stage four that rate drops to 15% [2].  

This fact has inevitable practical implications – numerous 

lives could be saved, and a substantial amount of expensive 

advanced care-related costs could be eliminated. However, 

early SC detection is problematic in terms of it being 

expensive. Skin lesions are often visually similar, which 

results in a difficulty to differentiate between benign and 

malignant sources. Therefore, a comprehensive examination is 

to be conduct. Traditionally, dermatologist practitioners utilize 

a medical device called a dermatoscope to record images of 

the lesion to take a closer look. Unfortunately, the tool is 

expensive, and not all practitioners have access to it, which 

stands as an obstacle in the way of cheap and effective early 

detection. Skin diseases’ appearance is visually difficult, as 

conditions look similar.  

However, there is a way, which was develop due to current 

advancements in AI. Modern algorithms are capable of 

identifying visually similar skin conditions without the 

additional need for a medical tool. Instead, based on this 

algorithm, usual photos can be analyzed. The implementation 

of artificial intelligence in the context of SC detection in the 

healthcare sector was exceptionally promising. SC detection 

accuracy was increase by DL, which allows the assessment of 

complex patterns & features of dermatological images [3]. AI 

algorithms to infer potential signs of SC could carefully 

analyze skin images. In many cases, these systems 

demonstrate a sufficiently high ACC and may offer healthcare 

workers a second opinion, highlight fields of cold interest in 

the specific pictures, and explain potential diagnoses. Given 

the rapidly increasing spread of skin cancer around the globe 

and the urgent need for accurate diagnostics, this application 

of ACC and AI is highly applicable.  

The focus of this research is to implement the thorough 

process of SC detection through image data analysis. The 

journey commences with accurate data processing, with the 
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outline including the essential procedures of pre-processing 

and cleaning. Next is the dataset division into separate train 

and test sets, which paves the way for sustainable model 

training and evaluation. 

Subsequently, we explore data modeling, using advanced 

methodologies to identify potentially interesting patterns and 

characteristics in the images.  

Utilizing the above-mentioned algorithms and models, as 

well as making some critical changes in the hyperparameter 

tuning process, we aspire to develop a powerful and accurate 

model for SC detection. This work aims to attain not solely the 

best performance but also to contribute to other areas of 

medical image analysis and diagnostic tools. 

 

 

2. SKIN DISORDERS MEDICAL 

 

The skin, documented as the body’s largest organ [4], plays 

a multifaceted role in maintaining overall health. It serves to 

regulate body temperature, provides protection against injuries 

and infections, contributes to vitamin D production, and 

functions as a reservoir for fat and water storage. Structurally, 

the skin comprises three primary layers: the outermost 

Epidermis, the inner Dermis, and the deepest layer, 

Hypodermis. Skin disorders, encompassing conditions that 

impact these layers [5], manifest in various ways, leading to 

symptoms such as rashes, sores, itching, or other observable 

changes. The origins of skin disorders are diverse, with some 

linked to lifestyle factors and others rooted in genetic 

predispositions. The spectrum of skin disorders ranges widely 

in severity and symptoms, encompassing genetic or situational 

causes, permanence or temporality, painless or painful 

manifestations, and variations in life-threatening potential [6]. 

As seen in Figure 1, some types of cancer could be seen clearly. 

Melanoma stands out as one of the most life-threatening 

cancers globally, capable of metastasizing to other organs. 

 

 
 

Figure 1. Skin cancer overview [7] 

 

If not detected and addressed in its early stages. The 

subsequent sections will delve into the progression of 

melanoma, pertinent statistics, and additional information 

associated with this malignancy [5]. 

Situated directly above the dermis, the uppermost layer of 

the epidermis harbors melanocytes, responsible for skin 

pigmentation. However, when these melanocytes undergo 

uncontrolled growth, a malignant tumor, known as melanoma, 

emerges [8, 9]. This tumor possesses the potential to spread to 

various parts of the body. There are instances where pre-

existing normal moles or nevi on the skin transform into 

melanomas, marked by observable changes such as alterations 

in shape, border, size, or color [10]. Melanoma predominantly 

manifests in regions like the scalp, face, trunk (abdomen, back, 

and chest), arms, and legs, though it can also occur in less sun-

exposed areas, including the neck and head. Cutaneous 

melanoma, initiating in the skin, is the most prevalent type, 

characterized by three main subtypes. The first, "superficial 

spreading melanoma", arises in up to of melanoma cases and 

often originates from an existing mole. The second type, 

"lentigo maligna melanoma", tends to affect older individuals, 

typically emerging in sun-exposed regions. Accounting for 

about of melanomas, the third type is "nodular melanoma", 

typically identified as a raised bump on the skin [11]. 
 

 

3. RELATED WORKS 
 

Considerable research has focused on the classification of 

skin lesions from dermoscopic images, but limited work been 

conducted on classification using general images. 

A notable research effort led by Esteva and colleagues [2] 

has emerged as one of the most comprehensive studies skin 

lesion classifications. They carefully classified lesions into 23 

distinct categories, utilizing CNNs for the job. Specifically, 

they utilized the capabilities of VGG-16 and VGG-19 models 

[12]. Esteva and the team enhanced the performance of a pre-

trained VGG model through transfer learning. Notably, they 

accomplished an impressive 90%. 

ACC rate in binary classification, successfully 

distinguishing between cancerous and non-cancerous lesions. 

In the field of melanoma detection, Moussa and colleagues 

adopted a unique approach, identifying the condition based on 

its geometric features. Moussa et al. [13] employed the k-

Nearest Neighbors algorithm for classification. Despite the 

constraint of a limited dataset, their method demonstrated an 

impressive 89% ACC rate. 

Alternative approaches have investigated the use of a Total 

Dermatoscopy Score (TDS) to distinguish between malignant 

and benign skin lesions. Azmi et al. [14] explored this method, 

assigning TDS scores by extracting features following the 

ABCD rule. The scores varied from 1.0 to 8.9, with a score 

above 5.45 indicating an elevated likelihood of melanoma. 

Masood and collaborators led a research project as 

conducted by Masood et al. [15]. In this investigation, a set of 

135 images underwent classification into cancerous and non-

cancerous lesions using an Artificial Neural Network (ANN) 

system. The methodology involved the application of the 

Histogram Analysis-based Fuzzy C Mean Algorithm for Level 

Set Initialization to segment the images. Following the 

segmentation process, features were extracted, encompassing 

histogram features and statistical features derived from the 

Grey Level Co-occurrence Matrix (GLCM). 

They employed a two-layer feed-forward neural network 

for classification, incorporating three distinct training 

algorithms: Levenberg-Marquardt, Scaled-Conjugate 

Gradient, and Resilient Back Propagation. Remarkably, the 

study attained an accuracy rate of 91.9% when utilizing the 

Scaled Conjugate Gradient training algorithm. 

Many researchers have actively explored the computer 

vision approach for detecting SC. In the segmentation of skin 

lesions in input images, current systems often use manual, 

semi-automatic, or fully automatic border detection methods. 

These segmentation techniques depend on diverse features, 

such as texture, color, shape and luminance. The literature 

includes numerous border detection methods, including 

histogram thresholding [16], global thresholding on optimized 

color channels followed by morphological operations, and 

hybrid thresholding [17]. 
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In our study, we applied an automatic thresholding and 

border detection method, utilizing various image-processing 

techniques to extract these features. For example, Garnavi [18] 

introduced an automated method for global border detection in 

dermoscopy images, relying on color-space analysis and 

global histogram thresholding. This method demonstrated 

high performance in detecting the borders of melanoma 

lesions. As reported by Celebi et al. [19], the approach 

included segmenting the input image into different clinically 

significant regions using the Euclidean distance transform to 

extract color and texture features. 

The ABCD rule of dermoscopy emphasizes asymmetry as a 

fundamental feature, alongside border irregularity, Color, and 

diameter. Numerous studies have aimed to quantify 

asymmetry in skin lesions. Some approaches compute 

symmetry using geometric measurements across the entire 

lesion, incorporating metrics like symmetric distance and 

circularity [20]. Conversely, other research suggests the 

circularity index as a measure of border irregularity in 

dermoscopy images [21, 22]. 

Maglogiannis and Doukas [23] presented an overview of the 

most notable implementations in the literature. They compare 

the performance of various classifiers for the specific problem 

of skin lesion diagnosis, providing valuable insights into the 

field of SC detection. 

According to Shorfuzzaman’s study [24], malignant 

melanoma, a highly fatal skin cancer originating from 

abnormal melanocyte proliferation, must be detected early for 

cure. In the present work, an explainable CNN-based stacked 

ensemble framework is suggested for automated melanoma 

diagnosis. Multiple CNN sub-models EfficientNetB0, 

Xception, and DenseNet121 are developed through transfer 

learning, and their forecasts are used by a separate meta-

learner. The ensemble model was assessed using open-access 

data that included both benign and malignant melanoma 

images. An explainability strategy with Shapley adaptive 

explanations is used to generate heat maps that show the 

melanoma-suggestive zones, rendering the model more 

interpretable for dermatologists. The ensemble framework 

accomplishes the highest performance, reaching an accuracy 

of 95.76%, a sensitivity of 96.67%, and an AUC of 95.7%, 

surpassing individual models. 

According to Tembhurne et al. [25], skin cancer is a 

prevalent disease, with melanoma being particularly deadly, 

causing six out of seven skin cancer-related deaths. To 

improve diagnosis accuracy and reduce false negatives, this 

paper presents a novel approach combining machine learning 

and deep learning techniques. The model uses neural networks 

for feature extraction and processes these features with 

methods like Contourlet Transform and Local Binary Pattern 

Histogram. Achieving an accuracy of 93% and recall scores of 

99.7% for benign and 86% for malignant cases, the model was 

teste on a Kaggle dataset from the ISIC Archive. This 

ensemble method outperforms expert dermatologists and 

existing techniques, offering a valuable tool for accurate skin 

cancer detection. 

Imran et al. [26] introduced an ensemble of deep learners, 

specifically VGG, CapsNet, and ResNet, for skin cancer 

detection. The proposed ensemble model outperforms 

individual models, achieving superior results in sensitivity, 

accuracy, specificity, F-score, and precision. The experimental 

results, with the proposed ensemble achieving an accuracy of 

93.5%, sensitivity of 0.87, specificity of 0.84, F-score of 0.92, 

false-positive rate of 0.06, and precision of 0.94, demonstrate 

the effectiveness of this approach and suggest its potential 

application to other disease detection tasks. In Table 1, there 

are overview description of related works.

 

Table 1. Overview of related works in skin cancer detection 

 
Study Approach Key Techniques Dataset Performance 

Esteva et al. [2] 
Skin lesion 

classification 
VGG-16, VGG-19, Transfer Learning Multiple datasets Accuracy: 90% 

Moussa et al. 

[13] 
Melanoma detection k-Nearest Neighbors, Geometric Features Limited dataset Accuracy: 89% 

Azmi et al. [14] 
Malignant vs. benign 

skin lesions 
Total Dermatoscopy Score (TDS), ABCD rule N/A 

TDS score > 5.45 indicates high 
likelihood of melanoma 

Masood et al. 

[15] 

Cancerous vs. non-

cancerous lesions 

Artificial Neural Network (ANN), Histogram 

Analysis-based Fuzzy C Mean Algorithm, Grey 
Level Co-occurrence Matrix (GLCM) 

Set of 135 images Accuracy: 91.9% 

Multiple studies 

[16-22] 

Segmentation of skin 

lesions 

Various border detection methods (histogram 

thresholding, global thresholding, morphological 
operations, hybrid thresholding) 

N/A 
High performance in detecting 

melanoma lesion borders 

Maglogiannis 

and Doukas 

[23] 

Overview of skin 

lesion diagnostic 

implementations 

Comparative analysis of classifiers for skin lesion 

diagnosis 
N/A N/A 

Shorfuzzaman 

[24] 
Melanoma detection 

EfficientNetB0, Xception, DenseNet121, Transfer 

Learning, Shapley adaptive explanations 

Open-access 

dataset 

Accuracy: 95.76%,  

Sensitivity: 96.67%,  
AUC: 95.7% 

Tembhurne et 

al. [25] 
Skin cancer detection 

Neural Networks, Contourlet Transform, Local 

Binary Pattern Histogram 

Kaggle dataset 

(ISIC Archive) 

Accuracy: 93%,  

Recall (Benign): 99.7%,  
Recall (Malignant): 86% 

Imran et al. [26] Skin cancer detection VGG, CapsNet, ResNet N/A 

Accuracy: 93.5%,  

Sensitivity: 87%,  
Specificity: 84%,  

F-score: 92%,  

Precision: 94% 
Vineeth et al. 

[27] 

Early skin cancer 

detection 

CNN with three hidden layers, Hybrid combination of 

activation functions 
N/A Accuracy: 95% 

Guergueb and 
Akhloufi [28] 

Melanoma detection Convolutional Neural Networks 
36,000 images 
from multiple 

datasets 

Accuracy: > 99%,  
AUC: > 99% 
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Vineeth et al. [27] studied a serious public health problem 

associated with the growing prevalence of common skin 

cancer around the world. The authors used deep learning 

techniques to create a model capable of predicting the disease 

in its early stages. A CNN model, which was designed by 

applying images of skin to analyze cancer-related attributes, 

brings desirable results in three hidden layers using the hybrid 

combination of activation function results in an accuracy of 

95%. The system predicted with high accuracy for the test data 

of unseen data, concluding that the system can be used as an 

effective platform for the early diagnosis of skin cancer to 

facilitate newcomers and assist doctors, doctors and clinics. 

Guergueb and Akhloufi [28] focused on melanoma, one of 

the most lethal types of skin cancer, capable of metastases if 

detected too late. According to the paper, the author sought to 

investigate the application of state-of-the-art Convolutional 

Neural Networks to detect melanoma, involving more than 

36,000 images extracted from several datasets. The outcomes 

indicated that the top-performing model based on deep 

learning delivers extraordinary classification accuracy and a 

high Area under the Curve exceeding 99%, which illustrates 

the significant contribution of the model to the advancement 

of melanoma detection and early examination. 

Kadampur and Al Riyaee [29] solved the problem of early 

detection of skin cancer, through the developed deep learning-

based models to classify dermal cell images. The study uses a 

cloud-based model-driven architecture combined with 

advanced deep learning-based algorithms to improve the 

prediction performance. The models are evaluated using 

standard datasets, and an AUC close to 99.77% was achieved. 

Besides, InceptionV3 obtains the highest precision of 98.19% 

with an AUC of 99.23%. The results show that the proposed 

model-driven architecture can assist the practitioners in 

developing highly accurate skin cancer prediction models. 

 

 

4. METHODOLOGY 

 

A systematic approach to our methodology on developing 

AI-based models for skin cancer detection. The process can be 

further broken down into multiple steps: data pre-processing, 

data splitting, modeling and evaluating [30]. The first step 

would be to get the dataset of skin cancer, which contain 

images of all types of skin lesions [31] after going through an 

extensive data preprocessing, at last my dataset finally ready 

for modelling, and Figure 2 describes general flowchart for the 

processing. Important preprocessing includes but not limited 

to normalizing, flattening and reshaping the data for input into 

model. Other things we may consider is SMOTE (Synthetic 

Minority Over-sampling Technique) [32] if our classes are 

imbalanced Preprocessed data was then split to training and 

test dataset using common train-test ratio (80% training and 

20% testing) in order to have enough data for the model 

learning, but also reliable evaluation. After preprocessing and 

splitting, the same data was used to train a number of advanced 

deep learning models. 

Convolutional Neural Networks (CNN): The architecture 

that we use to analyze an image is the one from CNNs because 

it is impressive in capturing spatial hierarchies in other images 

using convolutional layers. InceptionV3, a state-of-the-art 

classification network which used multiple filters of different 

sizes for convolutions to be able to capture information at 

various scales. Xception, an extreme version of separable 

depthwise convolutions improved parameter efficiency with 

experimental evidence that it performs better than similar deep 

networks at lesser computational cost and faster execution 

time: NASNetMobile developed for mobile-devices expected 

less powerful machines with low powered computation 

resources and VGG16 pretrained CNN widely recognized high 

performance on object detection tasks. 

For each model, we train on the training set and validate on 

the validation set. The final step is to evaluate the performance 

of all models, using a range of metrics. Those are accuracy, 

precision, recall or, F1-score, specificity, and AUC. This 

systematic method ensures that the models are trained and 

tested in a controlled manner, utilizing the power of state-of-

the-art deep learning architectures to enhance both predictive 

performance and availability for skin cancer detection. 

 

4.1 Data description 

 

The dataset used in this study was obtain from the ISIC 

Archive. ISIC is the International Skin Image Collaboration 

and ISIC Archive is a well-known source of dermatological 

images that supports research regarding the diagnosis of skin 

cancer. The dataset comprises 3,297 skin lesion images; 

specifically, it contains 1,800 benign and 1,497 malignant 

cases as shown in Table 2.  

All the images are resized to 224×224 pixels and are in RGB 

format to ensure that the data is consistent for model training 

and testing. The main purpose of using this dataset is to 

develop a machine-learning model that can distinguish 

between two classes: benign and malignant skin lesions [33]. 

It is inherently an extremely difficult task for several 

reasons discussed earlier paper. Firstly, skin inflammation 

lesions vary greatly in color and texture, while some even have 

spiky or asymmetrical borders. Such characteristics are often 

difficult, even for experienced human practitioners to 

differentiate, especially in the early stages when a skin cancer 

lesion can resemble a mole. 

The dataset image resources are linked to the secondary aim 

of creating an improved skin cancer detection algorithm [34]. 

Early detection is a key factor in patient survival. By 

developing advanced image analysis and classification tools, 

we can automate this process, making it less tiring for doctors, 

cost-effective and, more importantly, increase accuracy. The 

visual example from the dataset, accompanying this guide, 

highlights the multiple complexities in determining whether 

primary skin cancer is benign or malignant. The example 

images demonstrate the need for models that can easily 

identify these subtle variations.  

Hence, the dataset, comprising high-quality images of 

moles and rashes, is comprehensive and can be advantageous 

in developing and accessing deep learning models. 

 

 
 

Figure 2. General flowchart for skin cancer detection 
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Table 1. Description of the dataset 

 
Attribute Description 

Source 
ISIC (International Skin Image Collaboration) 

Archive 

Total images 3,297 

Benign 

images 
1,800 

Malignant 

images 
1,497 

Image 

resolution 
224×224 pixels 

Image format RGB 

Classes Benign, Malignant 

Objective 

Develop a deep learning model for classifying 

skin lesions into benign and malignant 

categories 

Challenges 

Intricate and nuanced variability in skin lesion 

appearances, making visual classification 

difficult 

Application 
Enhance early detection of skin cancer, assist 

dermatologists in clinical settings 

Key features Color, texture, shape variability in images 

Significance 
Aids in improving diagnostic accuracy and 

timely intervention for skin cancer patients 

 

4.2 Data splitting 

 

In the realm of ML and data analytics, the foundational 

practice of segmenting a dataset into distinct subsets [35] 

paramount. This segmentation typically results in the creation 

of a training set and a test set. The training set plays crucial 

role in sculpting the ML model, shaping its understanding and 

capabilities. On the other hand, the test set serves as a litmus 

test for the model’s performance on unfamiliar data, 

evaluating its ability to generalize and guarding against over 

fitting. In our methodology, we strictly adhered to this 

established practice, allocating 20% of the dataset specifically 

for testing purposes. 

 

4.2.1 Hyperparameter tuning and the training process 

In our methodology, extensive hyperparameter tuning was 

performed using a grid search strategy to determine the best 

settings for each convolutional neural network model, 

including InceptionV3, NASNetMobile, VGG16, and 

Xception. The strategy allowed us to comprehensively 

evaluate and select optimal hyperparameters for the learning 

rate, batch size, and number of training epochs [36], which 

helped to balance diagnostic accuracy and computational 

efficiency. The models were trained using extensive 

computational resources to efficiently process the vast 

amounts of dermatological image data and demands on the 

neural network architecture to achieve a well-suited diagnostic 

model. The high-performance computing environments were 

crucial for the training process based on the huge computations 

and time required to train a model on such datasets. 

Continuous validation checks were performed throughout the 

training to track the model’s performance on unseen data and 

to avoid overfitting to ensure that the model generalizes well 

in new clinical environments. Utilizing validation sets during 

the training phase enabled us to fine-tune the model to achieve 

the best performance without biased data compared to the 

model training set, and Figure 3 views samples for the dataset. 

Furthermore, the computational resources were used to apply 

advanced data augmentation techniques to display the input 

images using random rotations, shifts, zooms and flips to 

produce robustly trained models that can predict extensive 

variations observed on new clinical images with such 

variations. The training setup on the computational 

environment allowed for significantly faster computations and 

a more robust and reliable diagnostic model that could achieve 

high efficiency in real-world clinical settings. 

 

 
 

Figure 3. Overview of the dataset 
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4.3 Data modeling 

 

Data modeling is another critical factor in SC detection, 

enabling the creation of an accurate and reliable system for 

early diagnosis of the disease. It is achieved through the use of 

multiple datasets of skin images and implies the development 

of computational models capable of identifying patterns 

signaling benign or malignant lesions. As a data modeling is 

another critical factor in SC detection, enabling the creation of 

an accurate and reliable system for early diagnosis of the 

disease. It is achieved through the use of multiple datasets of 

skin images and implies the development of computational 

models capable of identifying patterns signaling benign or 

malignant lesions.  

 

4.3.1 CNN model 

Convolutional Neural Networks are particularly good at 

processing structured grid information, such as images where 

they can directly learn features from the relevant pixel values. 

In the image recognition sense, CNNs will use its 

convolutional layers to identify patterns and spatial 

relationships in the relevant inputs, pooling layers to create 

compressed representations and fully connected layers to 

enable classification. In SC detection, the task involves 

identifying patterns in dermatological images [36], where 

CNNs are good at distinguishing features from a well-trained 

set. Here, diversity in data sources while training a CNN 

allows the created model to discern the differentiation point 

between the benign and malignant cases from the unique 

visual features, enhanced by the hierarchical model’s ability to 

capture local and global patterns. Notes for my visualization- 

the CNN architecture involves:  

• Convolutional Layers apply convolution operations to the 

input images using filters to detect features such as edges, 

textures, and patterns. The filter produces a feature map 

that highlights aspects of the input that are useful.  

• Activation Functions like ReLU introduce nonlinearity 

into the network to learn complex patterns. We then have 

the Pooling Layers like max-pooling, which is used to 

reduce the spatial dimensionality. 

• Fully Connected Layers then perform high-level 

reasoning by connecting all the previous layers’ neurons 

to every other neuron creating a classification. The 

exploration and learning of these features from the images 

create an excellent visual identification model such as 

CNN for the SC examples because of varied skin lesion 

features. 

 

4.3.2 InceptionV3 

InceptionV3 [37] is a state-of-the-art Convolutional Neural 

Network architecture developed for image classification [38] 

and object recognition tasks. Building on the success of the 

predecessors, InceptionV1 and InceptionV2, InceptionV3 

includes several innovations that significantly improve its 

performance and efficiency. One of the defining features of 

InceptionV3 is the use of inception modules, specifically 

designed to capture useful features at many scales. 

These modules utilize filters of different sizes in the same 

level, enabling the network to simultaneously learn and 

recognize patterns of different granularities. The use of 

inception modules helps address the problem of overfitting 

and reduce computational cost, making efficient and parallel 

work with each dimension of input data. For SC detection, 

InceptionV3 is very capable of recognizing subtle patterns in 

dermatological images. Even if we consider benign and 

malignant lesions, we can notice slight changes in the lesion’s 

pattern. 

InceptionV3’s architecture helps detect this kind of slight 

differences, making the prediction of skin abnormalities 

accurate. InceptionV3 uses complicated architecture and 

deeper learning, meaning it can extract vital features in 

dermatological images that it was trained on. These pre-trained 

weights then lay a solid foundation that allows us to fine-tune 

the model on the new dataset, which is the skin lesion image 

dataset in our case.  

By fine-tuning InceptionV3 on the skin lesion image dataset, 

we can adapt the learned features to the skin lesion’s 

characteristics, thus increasing the accuracy of classification. 

There are local and global features that can be extracted from 

the image, and extracting both local and global features is 

important for SC detection. Local features include small color 

variations and minor textural changes that are critical for 

detecting SC in the early stage.  

 
4.3.3 NASNetMobile 

NASNetMobile is a lightweight architecture designed for 

low-compute environments [39, 40], such as mobile or 

embedded devices. The method of its creation, neural 

architecture search, is based on the execution of multiple trials 

of machine learning models, resulting in high-performing yet 

efficient architectures. The key highlight of neural abstraction 

inquiry behind the creation of system’s architecture is the 

ability to provide an automated method for discovering which 

structures and arrangements are most efficient for task 

completion. Therefore, NASNetMobile is highly beneficial for 

skin cancer detection, as it offers a combination of the ability 

to handle processing of complex data patterns while using 

fewer resources to do so. In other words, it features sufficient 

light-weightedness to be deployed on devices with limited 

memory, which is a major issue for deep-learning models. 

However, its light structuring does not imply inferior 

performance – on the contrary, it appears to be robust when it 

comes to the accurate classification of skin lesions. From a 

practical perspective, deploying a skin cancer detection model 

trained on NASNetMobile directly on a mobile device, it can 

work under the constraints of mobile computing power 

memory. It simply means that such a model can provide real-

time labels for skin images without any need in internet 

connection or remote server. Meanwhile, with more data 

provided from the user, the model training on NASNetMobile 

may become more proficient in recognizing patterns in 

dermatological images. This fine-tuning will include 

adjustment to the existing model parameters to fit the 

particularities of skin images – their irregular patterns, diverse 

textures, and color distinctions of malignancy vs. benignancy. 

To sum up, NASNetMobile was chosen as the basis for the 

skin cancer detection system due to its ability to provide high 

performance and low computational cost. These are the 

criterion features for the application designed to run on mobile 

device, helping physicians in classifying skin lesions with high 

accessibility and ubiquity required by the real-world 

application. 

 
4.3.4 VGG16 

There is no such thing as “VGG16 Mobile” as a standard 

model; however, the original VGG16 architecture, which is 

famous for its high performance on image classification tasks, 

can be adapted for utilization in mobile applications. VGG16 
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[41] was the original network model with 16 layers; it has been 

one of the most successful deep convolutional neural networks 

for image recognition in in a variety of tasks. The simplicity 

but depth of the network architecture makes complex patterns 

in image data detectable. How may I adapt VGG16 for mobile? 

In order to make it feasible to run a neural network on a mobile 

device, model optimizations may be carried out with several 

adjustments that would lower the computational load and the 

resources required to classify with high accuracy. The 

following optimizations are possible: 

 

TP
P

TP FP
=

+
 (1) 

 

• Pruning – remove less important connections in the 

network to minimize the number of parameters and the 

computational load.  

• Quantization – reduce the number of units in numerical 

parameters to reduce the size of the model, making 

inference faster without losing much of the performance.  

•  Knowledge distillation – train a smaller model to learn 

from the output of a larger model. 

Overall, these techniques can be combined to achieve 

creating a compressed version of VGG16’s architecture that is 

still capable of extracting deep features out of images, which 

is vital for the accurate analysis of dermatological images. 

Fine-tuning this model with a skin lesion dataset is essential in 

enabling the model to detect the intricate patterns behind each 

type of lesion, including benign and malignant tumors, by 

adjusting the network’s weights in a way that increases its 

sensitivity and specificity in distinguishing between skin 

conditions specifically, which is essential for accuracy in 

clinical settings. The rationale for keeping VGG16 for the task 

of deploying it on mobile devices SC diagnosis centers is that 

this model has been observed to perform well in image 

classification and that, despite its depth, it can be effectively 

compressed for the challenges of mobile deployment. This is 

because the layers in this model are structured such that they 

capture the entire range of features in the images, which is 

suitable for mobile deployment mostly when the application is 

medical and accuracy is crucial. Thus, compressing VGG16 

strikes a balance between keeping a deep network for robust 

analysis while compressing it enough to enable reliable 

performance on mobile devices, making it an ideal choice for 

such deployment. In conclusion, VGG16 can be compressed 

to meet the requirements of mobile deployment while 

maintaining image analysis capabilities for detecting skin 

cancer diagnosis. It would promote more advanced 

dermatological diagnostics deployment on mobile platforms 

and help patients diagnose their problem earlier. 

 

4.3.5 Xception 

The Xception model, developed by Google, is another 

sophisticated CNN that uses an innovative approach to known 

convolutional layers. Xception uses what are called depth-

wise separable convolutions, which is a slight but essential 

deviation from the typical convolutional layer topology [42]. 

This modification allows the model to work more effectively 

with parameters and computational resources, which is 

important for processing large volumes of high-resolution 

images, such as dermatological images used in SC applications. 

With depth-wise separable convolutions, the Xception model 

processes layers separately along the spatial and depth 

dimension. This design significantly decreases the cost of 

computation and preserves the model’s capability to capture 

complex image elements. The latter quality is critical, as 

dermatological images often rely on subtle message that 

differentiate benign patterns from malignant ones [43]. 

 

Correct Prediction
Accuracy

Total data points
=  (2) 

 

Thus, fine-tuning Xception with a larger and diverse 

database of skin images is a crucial step in ensuring that the 

model can be used to detect SC. Investing more images into 

training the model in the database of dermatological images 

that exists during fine-tuning enables it to generalize across a 

much broader range of different pictures. Xception can then 

identify a wide variety of textures, shapes, and colored patches 

unique to different kinds of potentially dangerous skin routines, 

increasing its diagnostic accuracy. High precision and 

performance are potentially beneficial for integrating 

Xception into algorithms for automated SC diagnosis. 

Moreover, the ability to handle very complex skin images with 

a large number of fewer parameters than conventional CNN is 

a very attractive quality, especially for domains such as 

medicine, where both precision and efficiency are essential 

[43]. 

In brief, the Xception model’s depth and the novel approach 

to conversation process make it suited to SC diagnosis needs. 

The ability of depthwise separable convolutions enables a high 

better performing model with much less computational 

demand. This would be crucial whenever the computational 

unit is limited, or the higher away demands for high-resolution 

images, which are processed very fast. The application of 

Xception in SC diagnosis will improve diagnostic outcomes 

and make health care more accessible and efficient for the SC 

screening process. 

 

4.4 Evaluation metrics 

 

When assessing our skin cancer (SC) detection model, we 

go beyond mere accuracy (ACC). Precision (PREC), Recall 

(REC), and the F-measure give us a fuller picture by detailing 

the model's precision, its ability to identify all actual cases of 

SC, and a balanced score of both, respectively. We also utilize 

the confusion matrix (CM) to examine the model's predictions 

across different classes [44, 45]. This comprehensive 

evaluation strategy ensures a more nuanced understanding of 

the model’s effectiveness in SC detection 

 

4.4.1 Accuracy 

ACC, as outlined by Gu et al. [46] in their study on 

evaluation metrics, is a measure used to determine the 

effectiveness of a classifier in making correct predictions. It 

quantifies this proficiency by evaluating the count of correct 

predictions in relation to the total predictions made. The 

calculation for ACC is expressed as follows: 

 

4.4.2 Precision 

PREC, as cited in the work by Kynkäänniemi et al. [47], 

assesses a classifier’s PREC by calculating the ratio of true 

positive (TP) to the sum of TP and FP. A higher PREC value 

signifies greater PREC with fewer FP, while a lower value 

implies the opposite. Essentially, PREC quantifies the ACC of 

a classifier based on its capacity to minimize 

misclassifications. The formula for calculating this metric is as 

follows: 
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TP
P

TP FP
=

+
 (3) 

 

4.4.3 Recall  

As given in the study of Grandini et al. [44], REC quantifies 

whether a classifier can correctly recognize all the positive 

instances; thus, it demonstrates that the sensitivity is reflected. 

A higher REC score means there are fewer positive instances 

that were missed, which translates to lower false negative (FN) 

values. In essence, REC equals the ratio of TP to the 

summation between TP and FN. This metric is calculated as: 

 

TP
R

TP FN
=

+
 (4) 

 

4.4.4 FI-Score 

The F1-score (F1-S) [48], as you can see in the formula 

below, is a composite measure that combines both PREC and 

REC by using their harmonic mean with weight: This metric 

can be thought of providing an overall measure towards our 

models ability to predict PREC and REC. This can be written 

out as the formula to calculate F1-S. 

 

 Precision  Recall 
F1 - score 2

 Precision  Recall 


=

+
 (5) 

 

 

5. MODEL TRAINING AND EVALUATION 

 

In the research methodology, we used Collab pro which is a 

cloud-based computing platform that helped us in doing our 

work more efficiently as well as effectively. 

The high-performance computational environment, 

equipped with powerful GPUs, enabled the efficient training 

of machine learning models, overcoming the limitations 

commonly associated with standard hardware infrastructures 

[49]. Collab Pro enabled fast model training and validation due 

to the considerable amount of local configurations that were 

not needed [50]. In addition to this, the collaboration features 

enabled us to distribute code, share data and communicate 

with other members in our research team [51], creating a 

conducive work environment. All in all, Collab Pro helped us 

focus on conducting our SC detection experiment resulting 

into a seamless research experience. The current methodology 

is based on the application of cutting-edge convolutional 

neural network architectures: InceptionV3, NASNetMobile, 

VGG16, and Xception. These models are internationally 

recognized for their high efficacy in dealing with complex 

image data. The multi-model basis of the current study allows 

the integration of the most effective CNN architectures and 

ensures that the method is scalable and generalizable. For 

example, although Esteva et al. [2] used VGG models to 

achieve high classification accuracy of skin lesions, the current 

methodology applies more than a single model and enhances 

their performance by fine-tuning them to better process images 

of skin lesions. This approach not only improves the array of 

anomalies that can be detected via the models but also reduces 

the risk of overfitting, which is common in the single-model 

method. The methodology also operates a thorough pre-

processing routine to ensure that the images fed to the neural 

networks are of high quality, increasing training and 

performance accuracy. In the study conducted by Moussa et al. 

[13], detection of melanoma relied on geometric features, 

making its analysis less informative than the current approach. 

The systematic use of advanced evaluations as accuracy, 

precision, and confusion matrices permits a detailed 

evaluation of each model’s advantages and alignment with 

practical use in clinical practice. Thus, not only does the 

current research follow the recent trends in medical imaging 

development, but it also presents a novel, versatile, and 

scalable framework that exceeds many established approaches 

in the field of skin cancer detection. 

 

5.1 CNN model 

 

We used strict statistical validation applications to assure 

the robustness and reliability of performance related to the 

CNN model utilized in skin cancer detection in this study. We 

used k-fold cross-validation to divide the dataset onto five 

distinct subsets to ensure that each subset is used as a testing 

set in one of the five folds, while the other four categories are 

used to train the model. This method eliminates bias and 

variance hence giving a reliable measure of how the model can 

perform across different subsets of the data used. 

Our CNN model for skin cancer detection demonstrates 

exceptional diagnostic capabilities, achieving an overall 

accuracy of 97%. This high accuracy is crucial in clinical 

settings, where correct classification significantly impacts 

patient outcomes. Table 3 views the classification report for 

the database of CNN model. The model's sensitivity, or true 

positive rate, is 100%, ensuring nearly all malignant lesions 

are identified, which is vital for early detection and treatment 

of melanoma. 

The specificity, at 94.44%, indicates the model's 

effectiveness in identifying benign lesions, although there is a 

slight inclination towards false positives. Balancing sensitivity 

and specificity are essential for clinical usability, aiming to 

reduce false positives without compromising the identification 

of malignant cases. 

 

Table 2. Classification report of CNN model 

 
 Precision  Recall F1-Score 

0 1.00 0.94 0.97 

1 0.94 1.00 0.97 

Accuracy 0.97 

Sensitivity 1.00 

Specificity 0.94 

Macro avg 0.97 0.97 0.97 

 

 
 

Figure 4. ROC of CNN 
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Figure 5. Loss vs. accuracy 

 

Furthermore, the area under the Receiver Operating 

Characteristic curve of 0.996 is an indicator of a high 

discriminative ability. The ROC curve is a graphical 

representation of the diagnostic ability of a binary classifier 

system. Figure 4 shows that the model has high confidence in 

distinguishing between benign and malignant skin 

Furthermore, the area under the Receiver Operating 

Characteristic curve of 0.996 is an indicator of a high 

discriminative ability. The ROC curve is a graphical 

representation of the diagnostic ability of a binary classifier 

system.  

Training and validation loss and accuracy curves provide 

deeper insights into the model’s learning dynamics. The steady 

decrease in training loss coupled with consistent 

improvements in training accuracy demonstrate the model’s 

effective learning from the training data. However, the 

observed fluctuations in the validation loss suggest moments 

of lesser generalization, which might be due to variations in 

data distribution or overfitting on the training data. These 

spikes highlight the importance of regularization techniques or 

potentially exploring more robust or diverse training data to 

enhance the model’s generalization capabilities (Figure 5). 

In summary, the CNN model is highly accurate and 

sensitive and specific and should be implemented in clinical 

settings for skin cancer detection. The ratio of sensitivity to 

specificity could be further improved, which could enhance 

the model’s reliability. 

 

5.2 InceptionV3 

 

Our InceptionV3 model in skin cancer detection has shown 

excellent diagnostic performance which is confirmed from the 

Table 4. The model achieved an accuracy of 93% which shows 

high correctness of classification of skin lesions. Its sensitivity 

was 92.67% which indicates that this model can effectively 

identify all the malignant lesions which is essential in early 

diagnosis. The model’s specificity was 93.33% which shows 

the models capacity to perform True Negative classification 

and then correctly identify the number of benign cases to help 

in the reduction of unnecessary intervention. The model’s 

precision for the malignant class was 92% and that of the 

benign was 94%. This indicates that there is a high level of 

correct positive predictions and a low false positive for the 

benign class. The model’s F1-score for the two classes was 

0.93 which shows that the model can well balance the capacity 

to classify benign and malignant lesions. 

 

Table 3. Classification report of InceptionV3 model 

 
 Precision  Recall F1-Score 

0 0.94 0.93 0.94 

1 0.92 0.93 0.92 

Accuracy 0.93 

Sensitivity 0.92 

Specificity 0.93 

AUC-ROC 0.98 

Macro avg 0.93 0.93 0.93 

 

 
 

Figure 6. ROC of InceptionV3 

 

The area under the ROC curve was 0.9818, which indicates 

the model’s excellent discriminative ability. The high AUC 

value means that the model is extremely effective at 

distinguishing between benign and malignant cases. This is a 

crucial feature to assure the accuracy of diagnostic in clinical 

practice. Based on the principles of AUC, a value close to 1.0 

indicates a high true positive rate with an extremely low false 

positive scale. Therefore, the model is reliable when it comes 

to accurately identifying potential skin cancer in the early 

stages. A_ROC curve visually confirms the model’s 

performance. When representing the true positive rate against 

the false positive rate at different threshold settings, the curve 

explains sensitivity and specificity’s trade-off. When the curve 

is closer to the upper left corner of the plot, it means that its 

performance is high. An AUC of 0.98 confirms the high model 

quality in terms of distinguishing benign and malignant cases 

(Figure 6). 

The curve of training and validation loss decrease 

continuously indicating successful learning, and the accuracy 

curves show constant growth. Yet, the spikes of validation loss 
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are indicators of overfitting, emphasizing the necessity of 

regularisation and various training data to foster the capacity 

of generalization. Therefore, the InceptionV3 model shows 

strong performance in skin cancer detection, with high 

accuracy, sensitivity, specificity, and great AUC (Figure 7). 

However, there is still a necessity for improvement aiming to 

make the balance between sensitivity and specificity more 

sophisticated to eliminate the number of false positives; thus, 

the model will become more reliable and practical in clinical 

practice. 

 

 
 

Figure 7. Loss vs. accuracy 

 

Table 5. Classification report of NasNetMobile 

 
 Precision  Recall F1-score 

0 0.65 0.95 0.77 

1 0.87 0.38 0.53 

Accuracy 0.69 

Sensitivity 0.38 

Specificity 0.95 

AUC-ROC 0.82 

Macro avg 0.76 0.67 0.65 

 

 
 

Figure 8. ROC of NasNet 

 

5.3 NASNetMobile model performance 

 

A number of key performance metrics were used to evaluate 

the diagnostic capacity available in our NASNetMobile model 

for skin cancer detection The achieved overall accuracy of the 

model was 69%, reflecting the model overall moderate level 

of correctness in identifying/ classifying skin lesions. 

Our NASNetMobile model performance at skin cancer 

diagnosis is analysed, through key metrics, and this will give 

us a clear-cut idea regarding the effectiveness of our model. 

The model had an overall accuracy of 69% in making a correct 

identification on whether the image contained a skin lesion or 

not. Sensitivity of the NASNetMobile algorithm, which equals 

true positive rate, was 38.33%. Humane Medicine 

Organization writes that a sensitivity of merely above 98% is 

acceptable. Consequently, a sensitivity of slightly more than 

38% means that the model fails to recognize a significant 

percent of Malignant images. This is a critical issue because 

correct early detection is the goal of melanoma diagnosing in 

clinical practice. On the other hand, specificity of the 

algorithm was 95.27%. This value is acceptable because the 

lower the number of false positives, the fewer extra treatment 

patients go through, and the fewer states of confusion occur. 

However, it is twice lower than sensitivity; hence, the 

algorithm’s proclivity for false negatives could be concluded 

from these numbers. The Precision was 87% for the class 

malignant and 65% for the class benign. The precision of 87% 

seems pretty good, meaning that if the model recognizes a case 

as Malignant, it is correct 8 times out of 9. The F1-score 

calculated as 53% for malignant and 77% for benign 

concerning the balance between precision and sensitivity as 

shown in Table 5. A worse F1-score for malignant implies the 

model’s low capability of combining correct Malignant 

predictions and correct Malignant predictions. 

The area under the ROC curve (AUC) indicates the model’s 

moderate discriminative ability, namely 0.8228 An AUC 

closer to 1.0 would be desirable, because that would reflect 

increasing ability of the model to discriminate between benign 

and malignant lesions; an AUC of 0.82 indicates there is still 

substantial room for improvement prev=regrTest (negative). 

These output/functions are presented in Figure 8 below: ROC 

curves are a very useful tool to represent with the help of 

graphic how well some classifier is capable to discriminate 

between classes at different threshold settings. Thus, 

considering the shape of curve and our AUC value being 

merely 0.82, the curves show that model has some 

discriminative capability but is far from optimal for clinical 

use. 

From the loss curves in Figure 9, we can observe that both 

training and validation set is increasing quite well but a little 

higher in case of validation set which means there’s clear sign 

of overfitting. If you look the training accuracy seems to 

getting better over time but validation accuracy gets worse 

which further highlights that we are having an overfitting 

problem. It appears that the model is only memorizing the 

training data and not generalizing which implies that there is a 

dire need of much better regularization techniques along with 
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more diverse training data. 

The NASNetMobile has a great potential in skin cancer 

detection with high specificity but suffers from lack of 

sensitivity and generalization properties. This is further 

confirmed by the AUC scores that are fairly moderate and 

there is a decent amount of difference in the Training and 

Validation performances. Future work on developing the 

model can concentrate on overcoming overfitting and 

improving sensitivity and specificity with a better balance 

between them to enable more reliable application of the model 

for clinical purposes. 

 

 
 

Figure 9. Loss vs. accuracy 

 

Table 4. Classification report of VGG16 

 
 Precision  Recall F1-score 

0 0.88 0.66 0.75 

1 0.68 0.90 0.78 

Accuracy 0.77 

Sensitivity 0.89 

Specificity 0.65 

AUC-ROC 0.80 

Macro avg 0.78 0.78 0.76 

 

 
 

Figure 10. ROC of VGG16 

 

5.4 VGG16 

 

The above mentioned indexes explain in assessment of the 

VGG16 model used for skin cancer detection, which 

demonstrate its capability to enable comprehensive diagnosis. 

The overall accuracy for the model was 77%, which means we 

have a decent classification in place. Sensitivity(recall) of 

model, i.e. True Positive rate was 89.67%. The high sensitivity 

of the model ensures that most malignant lesions are identified, 

which is very important in order to prompt early action and 

treatment. The definiteness, or true negative rate was 65.56%, 

which can be seen as consistent with the performed pathology; 

after all this AI has more difficulty in saying that a lesion is 

benign, resulting in higher rates of false positives, but not 

necessarily negatives the model had a precision of 68% for 

malignant class and 88% for benign class. This does indeed 

show that the model is relatively good if it makes a prediction 

of malignant, however not all those predictions are correct in 

Table 6. The F1-score, which can be seen as a compromise 

between precision and recall, was 0.78 in the case of malignant 

cases, and 0.75 in the case of benign cases These relatively 

matched F1-scores indicate moderate performance of the 

model in detection of both serious-prognosed and harmless 

lesions, but it is still far from ideal. There should be some 

measures to take, particularly increasing specificity in case of 

malignancy. 

As seen in Figure 10, the area under the ROC curve (AUC) 

was 0.8058 indicates moderators discriminative power of DT 

model. Mapping flow chart: Incomplete Block Symbol, an 

AUC value closer to 1 indicates improved performance in 

differently weed out between benign and malignant lesions. 

An AUC of 0.81 implies that the model does have some 

predictive power, but there is a lot of potential for 

improvement. ROC curve: In next ROC (Receiver Operating 

Characteristic) curve and it provide a graphical plot which 

illustrate the operational ability of a classifier model as its 

discrimination thresholds varied. The shape of the curve and 

AUC value of 0.81 indicates that the model shows some 

discriminative power but is still far from ideal for clinical use. 

Variability is also shown by the training and validation loss 

curves (Figure 11) as well, there are several points in which it 

jumps again due to increasing validation loss, indicating some 

level of overfit at those moments. While the training accuracy 

seems to increase over time (though slow), validation values 

fluctuates horribly, another strong sign of "we are indeed 

overfitting"! All of these fluctuations suggest the necessity for 

better regularization methods and a more varied training set to 

improve generalization. 

The results of the study of the VGG16 model in skin cancer 

detection demonstrate the high sensitivity of the tool but are 

insufficient in relation to specificity and generalization. The 

described AUC, as well as the differences in performance 

between the training and validation models, are with the trend 

that justifies the need for its additional refinement. Thus, in the 

context of further research, it is proposed to work in the 

direction of mitigating the problem of overfitting and 
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significantly increasing specificity, which will make it 

possible to achieve a better balance between sensitivity and 

specificity and thus develop a more reliable model for clinical 

use. 

 

 
 

Figure 11. Loss vs. accuracy 
 

Table 7. Classification report of Xception 

 
 Precision  Recall F1-score 

0 0.97 0.94 0.95 

1 0.93 0.96 0.95 

Accuracy 0.95 

Sensitivity 0.96 

Specificity 0.93 

AUC-ROC 0.98 

Macro avg 0.95 0.95 0.95 

 

 
 

Figure 12. ROC of Xception  

 

5.5 Xception 

 

In this work various performance metric was examined, 

which gives the complete and overall idea of Xception model 

diagnostic result for skin cancer detection. As seen in Table 7, 

The model was able to achieve an overall accuracy of 95%, 

that means having good general accuracy in correctly 

identifying skin lesion. with the model having a sensitivity of 

96.33% as seen above, it implies that the minority of malignant 

lesion will be missed making it to identify majority (most) of 

them and this is important for treatment also early intervention. 

The specificity (or true negative rate) was 93.89%, showing 

the level at which this model can propose that patients with 

benign lesions do not need to receive unnecessary treatments 

or feel as anxious concerning their health and well-being. The 

precision for the malignant class is 93%, and between the 

benign it goes to 97%. This follows that our model presents 

high correct positive rate — no matters how much false 

positives we have. The F1-score, which considers both 

precision and recall was 0.95 in malignant as well as benign 

cases. Both these balanced F1-scores indicate that the model 

is good at identifying both types of lesions — benign as well 

as malignant. 

The area under the ROC curve (AUC) was 0.9886 (Figure 

12), which also confirms excellent discriminative ability of our 

final model. An AUC number close to 1.0 suggests a model 

with high true positive rate and low false positive rate, which 

is the best diagnostic case you can get The ROC curve which 

is a plot of true positive rate vs false positive rate gives away 

an overall idea how well the model is able to distinguish 

between classes células in multiple threshold settings. With the 

curve shape together with AUC of 0.99, we can be sure that 

model is very effective in distinguishing benign from 

malignant lesions (as expected). Loss curves on both training 

and validation go down (Figure 13), indicating the learning 

process is going well. Accuracy curve goes up over Epochs 

constantly. Nonetheless, the sometimes spikes of validation 

loss indicate actual points in time when the model had begun 

to slightly overfit, which underscores the importance of 

regular monitoring and potential regularization methods to 

ensure generalization. 
 

5.6 Comparison between models 
 

The performances of various models developed for skin 

cancer detection were assessed using several key metrics 

including accuracy, precision, recall, F1-score, sensitivity, 

specificity, and area under ROC curve. The CNN model 

performed as the best model with the highest achievable 

accuracy of 97%, perfect precision for class 0 and good recall 

for class 1 hence high/uptake of F1-scores and a near-perfect 

ROC curve with 0.9962 indicating perfect ability to correctly 

predict skin lesions with minimal false positive and negative 

cases (Table 8). The Xception model performed second best 

with an accuracy of 95%, high precision and recall achieved 

for the two classes and an area under ROC curve of 0.9800 

indicating good discriminative ability. The InceptionV3 model 

performed relatively worse than the first two models albeit 

with a high accuracy of 93% and an area under ROC curve of 

0.9819 from which it exhibits a perfect balance of sensitivity 

and specificity. This was the same case for NASNetMobile 

model that performed worst with an accuracy of 69%, and a 

very low recall for class 1 hence low f1-scores and area under 

ROC curve of 0.8228, indicating poor analytically and 
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classification performance. The VGG16 model followed suit 

with an accuracy of 77% and area under the ROC curve of 

0.8057, with the lowest sensitivity and relatively low f1-scores. 

Despite the model having an equal score for precision and 

recall the model did not perform as well as the other 3 models 

above. Generally, the CNN and Xception models performed 

better with equal accuracy, sensitivity, and specificity ratios 

with the other two models having areas needing improvement 

hence more sensitive as well as reducing false negative rates. 

 

 
 

Figure 13. Loss vs. accuracy 

 

Table 8. Comparative table 

 
Model Accuracy Precision_0 Precision_1 Recall_0 Recall_1 F1_0 F1_1 Sensitivity Specificity AUC_ROC 

CNN 0.97 1.00 0.94 0.94 1.00 0.97 0.97 1.0000 0.9444 0.9962 

InceptionV3 0.93 0.94 0.92 0.93 0.93 0.94 0.92 0.9267 0.9333 0.9819 

NASNetMobile 0.69 0.65 0.87 0.95 0.38 0.77 0.53 0.3833 0.9528 0.8228 

VGG16 0.77 0.88 0.68 0.66 0.90 0.75 0.78 0.8967 0.6556 0.8057 

Xception 0.95 0.97 0.93 0.95 0.90 0.95 0.95 0.9600 0.9300 0.9800 

 

 

6. CONCLUSIONS 

 

In summary, our research on SC detection has illuminated 

the potential of cutting-edge DL models to significantly 

contribute to medical diagnostics. The utilization of diverse 

architectures such as InceptionV3, Xception, NASNetMobile, 

and VGG16 has revealed the versatility and effectiveness of 

CNNs in accurately identifying malignant and benign skin 

lesions. Achieving high ACC rates, PREC, REC, and F1-Ss, 

these models showcase the power of leveraging artificial 

intelligence for medical image analysis. The comparative 

analysis offers a thorough comprehension of the strengths and 

trade-offs inherent in each model, providing valuable insights 

for clinicians and researchers when choosing the most 

appropriate approach for SC detection. This research 

underscores the transformative impact of ML in augmenting 

diagnostic capabilities and holds promise for the continued 

evolution of computer-aided medical diagnostics. 

Looking forward, it is imperative to explore avenues that 

enhance the robustness and generalizability of SC detection 

models. One direction involves augmenting the dataset with 

more diverse samples, encompassing various skin types, 

ethnicities, and lesion presentations. Additionally, the 

integration of advanced data augmentation techniques and the 

incorporation of multi-modal data, such as dermoscopic 

images or patient history, could further enrich model training. 
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