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This study aims to improve the safety of healthcare data through applied machine learning 

and blockchain technology. This research aims to develop an all-in-one platform that uses 

deep learning to identify and handle cyber-attacks and apply blockchain technologies to 

protect the information through a Proof of Work (PoW) based mechanism. The in-one 

procedure creates stands with the appropriate information, reveals the ovule with PoW, 

and subsequently joins the stands to the chain. With this, it becomes possible to enhance 

data security, making it less prone to alteration and hacking attempts. The suggested 

model was applied to the CIC IoMT 2024 dataset that includes 40 actual and simulated 

IoT medical devices and 18 types of cyberattacks and utilized Wi-Fi, MQTT, and 

Bluetooth protocols. After normalizing the dataset with RandomOverSampler, the model 

recorded 100% accuracy. There is a need for a fusion of deep learning and fewer resources 

requiring light techniques while upholding the planning of distribution of a non-

centralized system of data, particularly a distribution management system. In general, 

through this research, we seek to provide an innovative and advanced contribution to 

enhancing healthcare data security, taking advantage of modern technologies to combat 

increasing cyber threats. 
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1. INTRODUCTION

The healthcare system faces many challenges in managing 

large volumes of data generated daily by numerous medical 

tools, electronic health records, telemedicine, and mobile 

health services that may require efficient, fast, and secure data 

analysis techniques to deliver high-quality services to patients 

[1]. 

Machine learning and blockchain technologies are highly 

valued across various fields. This study focuses on the 

classification of advanced machine-learning techniques and 

effective blockchain methods for processing large data 

volumes. Given that the healthcare system handles highly 

sensitive data concerning patients' health and personal 

information, it necessitates robust security services. 

Blockchain technology can serve as an effective solution for 

this purpose [2, 3].  

The use of machine learning (ML) algorithms is increasing 

dramatically due to rapid digitalization. In the current digital 

age, machine learning algorithms are being applied in fields 

such as healthcare [4]. However, to anticipate or resolve 

specific issues, these algorithms must be properly trained. It is 

quite possible that training data sets can be altered, leading to 

biased outcomes. Meanwhile, the advent of blockchain 

technology (BC) has spurred a digital revolution in several 

industries, including supply chain, healthcare, and finance [5]. 

Intelligent healthcare systems use it to provide patients with 

control and transparency over their medical records. 

Nevertheless, the integration of blockchain technology and 

healthcare still faces numerous challenges, including concerns 

over patient data storage, security, and privacy [6]. Regarding 

security, new attacks aim to compromise various elements of 

the blockchain network, including nodes, wallets, consensus 

algorithms, and smart contracts (SC) [7]. Thus, to enhance 

scalability and learning, blockchain technologies offer many 

opportunities for the healthcare system to achieve its goals, 

such as reducing healthcare costs, ensuring effective 

diagnosis, providing timely treatment, ensuring transparency 

in regulatory reports, and guaranteeing effective health data 

management by building a security system capable of pre-

detecting cyber threats that could periodically threaten medical 

systems [8, 9]. Therefore, a solution for AI-based healthcare 

systems using blockchain technologies has been proposed to 

enhance privacy and security and address the accompanying 

challenges [10]. 

This research paper consists of six sections. Section 2 

reviews the most important literary works related to the topic. 

Section 3 presents the theoretical background and the most 

prominent techniques used. Section 4 discusses the proposed 

methodology, while Section 5 presents the results and their 

discussion. Section 6 concludes the paper and provides future 

recommendations.  
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2. LITERATURE REVIEW 

 

Some previous research studies have dealt with the 

classification and segmentation of brain tumors through the 

design and implementation of various programs based on 

Artificial Intelligence. 

The study proposed by Ali et al. [11] integrates hybrid deep 

learning models with a permissions-based blockchain 

framework to create scalable and secure healthcare solutions. 

The framework facilitates seamless data sharing and 

collaboration among healthcare providers while guaranteeing 

that only authorized entities have access to and the ability to 

edit sensitive health information. Hybrid deep learning models 

also make it possible to analyze massive amounts of healthcare 

data in real time, which speeds up illness prediction, therapy 

suggestions, and diagnosis. Integrating blockchain with hybrid 

deep learning has many benefits, including privacy, 

interoperability, scalability, and improved healthcare 

decision-making. 

Gadekallu et al. [12] proposed a blockchain-based method 

to protect datasets generated by an IoT device and used in e-

health applications. The proposed fix for the above issue 

entails the usage of a private cloud blockchain. The 

researchers created a framework that can be used by data set 

owners to protect their data during inspection. 

The "model malware validation" (PoPMV) algorithm was 

presented by Mohammed et al. [13] and is intended for the 

ICPS blockchain. To get rewards and feedback in real-time, it 

makes use of a deep learning model (LSTM) and 

reinforcement learning techniques. Mitigating vulnerabilities, 

increasing processing speed, identifying known and unknown 

attacks, and enhancing ICPS capability are the main 

objectives. Simulations reveal that the suggested method is 

superior to current blockchain frameworks, exhibiting 

dynamic microservice allocation and a 30% overall attack 

detection security improvement. 

Rathee et al. [14] presented a security framework for 

multimedia data in healthcare using blockchain technology by 

creating a hash for each data so that any data change, 

modification, or drug hack is reflected to all users of the 

blockchain network. The results were analyzed against the 

traditional approach and validated with improved simulation 

results achieving an 86% success rate against product drop, 

counterfeiting, wormhole, and probabilistic authentication 

scenarios thanks to blockchain technology. 

The study proposed by Mohammed et al. [15] suggests a 

system architecture based on machine learning (ML) for 

identifying fraudulent transactions and attacks in the BC 

network. The system entails two steps: (1) using machine 

learning to verify sensor-derived medical data and prevent 

erroneous data from entering the blockchain network, and (2) 

verifying blockchain transactions with the same machine 

learning algorithm whereby regular transactions are stored, 

while anomalous transactions are flagged as new attacks in the 

assaults database. Six machine learning algorithms (KNN, 

Naive Bayes, SVM, Random Forest, Decision Tree, and 

Logistic Regression) and two datasets were used in the 

construction of the system. The outcomes show that by 

obtaining the best accuracy, execution speed, and scalability, 

the Random Forest method fared better than the others. As a 

result, it was regarded as the finest. 

Kumar et al. [16] combined deep learning (DL) techniques 

with blockchain technology and permissionless smart 

contracts to create a novel, safe, and effective data-sharing 

framework called PBDL. To be more precise, PBDL 

comprises a blockchain system for connected entity 

registration, verification via zero-knowledge evidence, and 

verification by a consensus process based on smart contracts. 

Secondly, a novel deep learning system that combines self-

attention-based bidirectional long-term memory (SA-

BiLSTM) and sparse variational encoder (SSVAE) is 

proposed using the validated data. Under this method, SA-

BiLSTM detects and enhances the attack detection process 

while SSVAE encrypts or transforms healthcare data into a 

new format. The superiority of the PBDL framework over 

current state-of-the-art methodologies is confirmed by security 

analyses and experimental findings utilizing IoT-Botnet and 

ToN-IoT datasets. 

Chen et al. [17] described a blockchain-enabled diabetes 

diagnosis framework that uses several machine-learning 

classification algorithms to detect the condition early and 

securely keep track of patients' electronic health records. The 

Interplanetary File System (IPFS), where patient health data is 

gathered via wearable sensors, blockchain technology, and 

symptom-based disease prediction are all combined to create 

the EHR sharing framework. The EHR Manager receives this 

data and uses a machine learning model to process it further 

and to gather the required outputs. With the patient's and their 

practitioner's permission, the results are then recorded in the 

blockchain along with the physiological information. 

To guarantee the privacy of healthcare data with the 

advancement of blockchain technology, Ashraf et al. [18] 

proposed FIDChain IDS, which uses lightweight artificial 

neural networks (ANN) with a federated learning (FL) 

method. This distributed ledger allows for the collection of 

local weights and subsequent broadcasting of the data. After 

averaging, the global weights are updated, preventing 

poisoning attacks and giving the distributed system complete 

transparency and stability with very little overhead. By using 

a detection model at the edge, which blocks data from its 

gateway with a shorter detection time and requires less 

computing and processing capacity as FL handles smaller 

groups of data, the cloud is protected from attacks.  

Kumar et al. [19] developed a blockchain-coordinated deep 

learning approach, henceforth referred to as "BDSDT", to 

enable safe data transfer in an Internet of Things-enabled 

healthcare system. Specifically, by utilizing the Zero 

Knowledge Proof (ZKP) technique, a novel scalable 

blockchain architecture was first presented to guarantee data 

integrity and secure transmission. Next, BDSDT interfaces 

with the Ethereum smart contract to handle data security 

concerns and the InterPlanetary File System (IPFS) for off-

chain storage to address challenges with data storage costs. In 

addition, a deep learning architecture for HS network intrusion 

detection was designed using the verified data. The latter 

creates an efficient intrusion detection system by combining 

bidirectional long short-term memory (BiLSTM) with deep 

sparse autoencoder (DSAE). The proposed BDSDT achieves 

close to 99% accuracy using both datasets and outperforms 

state-of-the-art approaches in both non-blockchain and 

blockchain situations, according to experiments conducted on 

two public data sources (CICIDS-2017 and ToN-IoT). Table 1 

shows the summaries of the relevant literature. 

The studies were distinguished by their successful methods 

of managing health care according to the Aman system. 

However, there are many loopholes, as shown in Table 2. 
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Table 1. Summary of literature review 

 
Ref. Methods Results Models 

[11] 
Integrates hybrid deep learning models with a 

permissions-based blockchain framework 

Secure and scalable healthcare solutions; 

improve illness prediction, therapy 

suggestions, and diagnosis 

Hybrid deep learning models 

[12] 
Blockchain-based method to protect datasets 

generated by IoT devices 

Protects data during the inspection using a 

private cloud blockchain 
N/A 

[13] 
PoPMV algorithm for ICPS blockchain using 

LSTM and reinforcement learning 

Mitigates vulnerabilities increases 

processing speed and improves attack 

detection by 30% 

Deep learning model (LSTM) and 

reinforcement learning 

[14] 
Security framework for multimedia data in 

healthcare using blockchain technology 

Achieves 86% success rate against various 

attacks 
Blockchain technology 

[15] 

An architecture of the system based on neural 

networks to detect fraudulent transactions and 

assaults in the BC network 

The Random Forest method demonstrates 

the best accuracy, execution speed, and 

scalability 

KNN, Naive Bayes, SVM, 

Random Forest, Decision Tree, 

Logistic Regression 

[16] 

PBDL framework combining DL techniques 

with blockchain and permissionless smart 

contracts 

Superior performance in security and 

attack detection 
SA-BiLSTM and SSVAE 

[17] 
Blockchain-enabled diabetes diagnosis 

framework using ML classification algorithms 

Early detection of diabetes and secure EHR 

management 

Various ML classification 

algorithms 

[18] 
FID Chain IDS using lightweight ANN with 

federated learning 

Protects cloud from attacks with 

transparency and stability 
Lightweight ANN with FL method 

[19] 
BDSDT approach for safe data transfer in IoT-

enabled healthcare system 

Achieves close to 99% accuracy; 

outperforms state-of-the-art approaches 
BiLSTM and DSAE 

 

Table 2. Summary of loopholes of literature review 

 
Ref. Methods 

[11] 
Limited real-world implementation; potential scaling issues with hybrid deep learning models. They are primarily theoretical or 

simulation-based, making scalability and applicability in real-world healthcare systems uncertain. 

[12] Focus on private cloud blockchain; lacks consideration of public blockchain benefits. 

[13] Simulation-based results need validation in real-world scenarios. 

[14] Limited to multimedia data; doesn't address non-multimedia healthcare data. 

[15] It focuses on specific ML algorithms and lacks comparison with more recent models. 

[16] Primarily theoretical, it requires more extensive empirical validation. 

[17] Limited to diabetes diagnosis; doesn't cover other chronic diseases. 

[18] Potential overhead with federated learning requires optimization for large-scale deployment. 

[19] Focus on specific datasets; needs evaluation on more diverse and extensive healthcare datasets. 
Source: Central Bank and the Ministry of Communications 

 

The literature review highlights significant advancements in 

leveraging Artificial Intelligence and blockchain technologies 

for healthcare solutions, yet it underscores unresolved key 

gaps. These include limited scalability and real-world 

applicability, as many studies remain theoretical or 

simulation-based, a narrow focus on specific use cases such as 

diabetes diagnosis or multimedia security, insufficient 

exploration of public and hybrid blockchain configurations, 

and the persistent issue of imbalanced datasets affecting model 

accuracy. Additionally, a lack of rigorous empirical validation 

across diverse datasets limits the generalizability of these 

approaches. This study addresses these gaps by proposing an 

integrated framework that combines advanced deep learning 

models, robust blockchain mechanisms such as Proof of Work, 

and dataset balancing techniques, offering a scalable, secure, 

and empirically validated solution for cyberattack detection in 

healthcare systems. 

 

 

3. THEORETICAL BACKGROUND 

 

This section entails a review of the theoretical aspect used 

in the design and implementation of the proposed model, with 

a brief explanation of the most important methods relied upon, 

which are based on machine learning and deep learning. 

 

 

3.1 Artificial Intelligence (AI) 

 
Artificial Intelligence covers many areas, such as natural 

language processing, robotics, expert systems, fuzzy logic, 

machine learning, and deep learning, which will be explained 

in the following sub-sections. Figure 1 shows the types of 

Artificial Intelligence [20]. 

 

 
 

Figure 1. Types of Artificial Intelligence [20] 
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3.2 Machine learning 

 

Within the arena of Artificial Intelligence, machine learning 

makes use of statistical models and algorithms to teach 

computers to learn from data and make choices without the 

need to explicitly write rules. In short, machine learning 

algorithms enable computers to recognize patterns, forecast 

effects, and make choices based on those patterns. Multiple 

techniques exist for machine learning including supervised 

learning where the data used for training is monitored, 

unsupervised learning where the system learns on its own 

without direct supervision, semi-supervised learning, and 

reinforcement learning. These techniques can be applied in 

multiple fields such as image and speech recognition, natural 

language processing, and analytical predictions [21-24]. 

Figure 2 shows a general model of supervised learning 

(classification techniques). However, classification suffers 

from limitations such as missing data which can cause 

problems during the training and classification phases. Failure 

to enter records due to misinterpretation, removal of unwanted 

data, or hardware malfunction can result in such missing data 

[25, 26]. 

 

 
 

Figure 2. Supervised learning classification techniques [26] 

 

3.3 Machine learning models 

 

ML is an important factor of AI. Algorithms are used to 

analyze data and make relevant decisions. It consists of several 

branches. Supervised ML involves the use of training 

information and feedback from people to analyze the 

relationship between given inputs to a given output, whilst 

Unsupervised Learning involves exploring input data without 

being given an explicit output variable [27]. 

 

 
 

Figure 3. Decision Tree model 

 

3.3.1 Decision Tree (DT) 

This is a widely used algorithm in the field of data mining 

and ML due to its simplicity and effectiveness. The main 

objective of DT is to produce a model that can calculate the 

value of a required variable based on multiple input variables 

[28]. Figure 3 shows a DT model [29]. 

 

3.3.2 Support Vector Machines (SVMs) 

SVMs are a set of algorithms that belong to the category of 

supervised ML techniques, which are suitable for 

classification and regression. To train an SVM, an 

optimization algorithm is utilized to identify the hyperplane 

that best separates the classes [30]. Figure 4 illustrates an SVM 

[30]. 

 

 
 

Figure 4. Support vector machine [30] 

 

3.3.3 K-Nearest Neighbor (KNN) 

A supervised machine learning algorithm for regression and 

classification is known as KNN. Predicting a new data point's 

class label based on the class labels of its closest neighbors is 

the aim of classification. Predicting the constant target 

variable's value using the values of its closest neighbors is the 

aim of regression analysis. The success of K-means algorithm 

usage is determined by the proper selection of K. If K is too 

small, then the model may become overly sensitive to noise 

that is present in the dataset. On the other hand, if K is large, 

it could end up in an oversimplified decision space that might 

be able to capture some relationships within the data [31]. 

Figure 5 illustrates a KNN [31]. 

 

 
 

Figure 5. The K-Nearest Neighbor model [31] 
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3.3.4 Naive Bayes Classifier (NB) 

Naive Bayes (NB) is a classification method rooted in 

probability. It leans on Bayes' theorem, a math formula that 

helps gauge the likelihood of a theory given certain evidence. 

The naive part comes from the assumption that the presence or 

absence of one feature does not hinge on the presence or 

absence of any other feature [32]. Figure 6 illustrates a NB 

model [32]. 

 

 
 

Figure 6. Naïve Bayes classifier [32] 

 

It is short and efficient, making it ideal for tackling massive 

datasets. However, it might not be carried out properly if the 

functions are biased [33]. 

 

3.4 Ensemble methods in ML 

 

Ensemble methods in machine learning are like putting 

together a dream team of models to boost accuracy and 

reliability in predictions. The great thing about ensemble 

methods is that they gather a bunch of different models and 

merge their powers. This way, if one model has a weak spot, 

the others can pick up the slack, making the whole system 

stronger. Figure 7 shows the ensemble methods [34]. 

 

3.5 Blockchain technology 

 

Blockchain technology is usually defined as a decentralized 

system that records transactions in a time series of connected 

blocks that form a distributed database. The system is 

distributed and fault-tolerant, meaning that the data is stored 

on some independent devices and is publicly accessible. 

The blocks in the blockchain as shown in Figure 8 contain 

a set of transactions, and each block contains a hash value that 

points to the previous block, creating a chain that can only be 

modified by network consensus. This achieves immutability, 

as records cannot be easily falsified or modified. 

 

 
 

Figure 7. Ensemble methods [34] 

 

 
 

Figure 8. Block structure in blockchain [35] 

 

The digital signature algorithm is important in blockchain, 

where each user signs their transactions with their private key, 

allowing others to verify the validity of the transactions using 

their public key [35]. 

Proof of Work (PoW), as shown in Figure 9, is one of the 

consensus methods used in blockchain, where a difficult 

mathematical problem is solved to prove that the node has duly 

mined a new block, which ensures the security of the network 

and facilitates the addition of new blocks. 

 

 

 
 

Figure 9. Proof of Work (PoW) [35]
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These characteristics of blockchain—immutability, 

decentralization (no central authority), and robust security—

make it a desirable system for many applications requiring 

security, trust, and transparency, like machine learning-based 

healthcare system authentication [36]. 

The most common application of blockchain technology in 

the healthcare industry is to safeguard patient data, 

demonstrating the significance of security in this domain. 

Between July 2021 and June 2022, 692 significant healthcare 

data breaches were reported. In these breaches, bank account 

and credit card details, along with health and genetic testing 

reports, were pilfered. Blockchain technology is perfect for 

security applications because it offers an unchangeable, 

transparent, and decentralized record of all medical data. 

Although it is transparent, it secures identity by protecting 

patient privacy using sophisticated, safe procedures that 

maintain the confidentiality of medical information. This 

technology's decentralized architecture makes it possible for 

physicians, patients, and other healthcare workers to securely 

and swiftly exchange information [37].  

 

 
 

Figure 10. Blockchain-based workflow environment for 

healthcare application 

 

Blockchain is reinventing traditional identity management 

in many healthcare applications because of its capacity to 

securely and openly communicate data, thus modernizing 

legacy systems, increasing efficiency, and lowering costs in 

the industry. In theory, blockchain-based healthcare 

technologies are divided into four layers: primary data sources, 

blockchain technology, healthcare applications, and 

healthcare stakeholders. Figure 10 depicts a blockchain-based 

workflow environment for healthcare applications [38]. 

Firstly, raw data—obtained from medical devices, labs, and 

other sources—is combined and subsequently turned into big 

data. This massive amount of data, which makes up the top 

layer of the stack, is the basis for blockchain healthcare. 

Situated at the top of the raw data layer, blockchain technology 

forms the basis of a secure four-tier healthcare architecture. 

The elements that make it easy for users to create and manage 

transactions vary throughout blockchain platforms; these 

characteristics include consensus methods and protocols [39]. 

In recent years, numerous blockchain-based platforms have 

been developed such as Ethereum and Hyperledger. Wallets, 

digital assets, smart contracts, and signatures are some of the 

main parts of blockchain technology. Different protocols, such 

as distributed, peer-to-peer, and decentralized ones, can be 

used to communicate amongst various blockchain networks or 

applications. Stakeholders may use a public, private, or 

consortium blockchain, depending on their needs [40].  

Ensuring that the apps are incorporated into the system as a 

whole comes after the platform is constructed utilizing 

blockchain technology. Three areas can be used to group 

blockchain-based healthcare applications: Internet of Medical 

Things (1oMT), smart contract medical applications, and data 

management. Electronic health, data storage, data 

administration, and worldwide scientific data sharing for 

research and development (R&D) are all included in data 

management records. Smart contract medical applications 

include clinical trials and medications. 

Data security, IoT infrastructure for healthcare, and 

healthcare devices compose the IoMT (Internet of Medical 

Things). Applications for medicine on the blockchain are 

shown in Figure 11. The stakeholder layer, which is the 

highest tier in the hierarchy, consists of people who engage in 

blockchain-based healthcare applications, including patients, 

healthcare workers, researchers, and so on. At this level, 

sharing and managing data while guaranteeing its security and 

privacy are the key concerns of the users [41]. 

 

 
 

Figure 11. The system's usage in healthcare [41] 

 

3.6 Concept of cyber attacks 

 

 
 

Figure 12. Anatomy of cyber-attacks [44] 

 

The deliberate utilization of computer systems, technology-

dependent businesses, and networks is referred to as a 

cyberattack [42]. Cyberattacks modify computer code, logic, 
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or data by using malicious code. This causes unfavorable 

outcomes that may reveal data and encourage cybercrimes 

such as identity and information theft. Hackers often sneak 

into business networks covertly to carry out their nefarious 

deeds, such as stealing important data, using a variety of 

sophisticated strategies to avoid detection [43]. They often 

employ complex strategies to encode their attempts to avoid 

detection by intrusion detection systems. Figure 12 depicts the 

composition of cyberattacks [44]. 

Following the attack and subsequent oppression, the 

attackers might try to download and install malware onto the 

compromised machine. The four stages of a digital assault are 

elongation, attack, obfuscation, and reconnaissance [44]. 

 

3.7 Dataset 

 

By shedding light on various components involved in 

designing and implementing security solutions for the IoMT 

the CIC IoMT 2024 dataset is very useful as a reference. 

Among the proposed 40 IoT devices posted in this software 

based on various healthcare protocols like WIFI, MQTT, and 

Bluetooth, 25 physical and 15 simulated IoT Test (IoMT) 

attacks have been simulated. These attacks consist of DDoS, 

DoS, Recon, MQTT, and spoofing; all of which should help 

researchers develop further ideas on how to improve the 

healthcare systems beyond mechanisms such as ML. The 

proposed CIC IoMT 2024 dataset would go a long way in 

setting the realism bar as far as identifying the security 

vulnerabilities within the IoMT devices is concerned. This 

dataset comprises 18 cyberattacks on 40 IoMT devices 

affecting various heath protocols including Wi-Fi, MQTT, and 

Bluetooth. The research applied an innovative process that 

generates and captures the IoMT network traffic mimicking a 

real-hospital network structure. In this case, real and virtual 

devices as well as modern networking technologies including 

network taps enable continuous data capture. 

 

3.7.1 Data pre-processing  

All the dataset files were successfully merged into one file 

containing the unified dataset. The final file consists of 

7,160,831 rows and 46 features. The new dataset comprises 18 

types of attacks, and their details are outlined in Table 3 and 

Figure 13. 

 

Table 3. Features in the dataset 

 
Feature Name Samples 

TCP_IP-DDoS-UDP 1635956 

TCP_IP-DDoS-ICMP 1537476 

TCP_IP-DDoS-TCP 804465 

TCP_IP-DDoS-SYN 801962 

TCP_IP-DoS-UDP 566950 

TCP_IP-DoS-SYN 441903 

TCP_IP-DoS-ICMP 416292 

TCP_IP-DoS-TCP 380384 

Benign 192732 

MQTT-DDoS-Connect_Flood 173036 

Recon-Port_Scan 83981 

MQTT-DoS-Publish_Flood 44376 

MQTT-DDoS-Publish_Flood 27623 

Recon-OS_Scan 16832 

ARP_Spoofing 16047 

MQTT-DoS-Connect_Flood 12773 

MQTT-Malformed_Data 5130 

Recon-VulScan 2173 

Recon-Ping_Sweep 740 

 
 

Figure 13. Types of attacks in the CICIOMT2024 dataset 

 

When applying encoding to the dataset and converting it 

into a binary classification dataset (0,1), benign links amount 

to 192,732, whereas attack links amount to 6,968,099. This 

indicates that the categories are imbalanced within the dataset, 

as depicted in Figure 14. 

 

 
 

Figure 14. The imbalanced dataset 

 

The CIC IoMT 2024 dataset suffers from class imbalance, 

making it particularly unsuitable for binary classification. 

Imbalance causes machine learning models to become more 

biased towards the most popular category, leading to 

unreliable predictions in the evaluation phase. Therefore, the 

approach proposes to balance the dataset (Figure 15) and 

obtain a balanced set for training the model and evaluating its 

performance. 

 

 
 

Figure 15. Balanced dataset 
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This is done using one of the most common techniques for 

addressing imbalance namely RandomOverSampler. This 

stage calls for the use of techniques to produce new synthetic 

samples bringing the number of samples in the minority class 

to a higher level. All these methods help minimize the variance 

in the evaluation of the model while making it more effective 

in handling IoT data that may be as diverse and imbalanced as 

depicted in the following model. 

 

3.8 Evaluation metrics 

 

Evaluating performance and efficiency is critical. When 

analyzing machine learning models, various measures are 

commonly employed to guarantee that the model is properly 

appraised. For classification tasks, some evaluation measures 

are available, including Accuracy, Confusion Matrix, Recall, 

Precision, and F1 Score, which will be described in the 

following sub-sections [45-48]. 

 

𝐴𝑐𝑢𝑟𝑎𝑐𝑐𝑦 =
𝑇𝑃 + 𝑃𝑁

𝑇𝑃 + 𝑃𝑁 + 𝐹𝑁 + 𝐹𝑃
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

 

4. PROPOSED MODEL METHODOLOGY 

 

In this study, we propose a high-fidelity methodology that 

aims to integrate the concepts of blockchain (Proof of Work), 

data preprocessing, machine learning model training, and 

evaluation. It concludes with a system alert mechanism based 

on model predictions. Each step ensures data integrity 

(blockchain) and data preparation (normalization and 

partitioning). The selection of machine learning models and 

blockchain technologies in this research has been due to the 

advantage they bring to the provision of a response to 

particular challenges affecting cybersecurity within 

healthcare. Specifically, for the high accuracy, scalability, and 

capacity to deal with complex, multidimensional datasets as 

witnessed in the CIC IoMT 2024 dataset, preference is given 

to the Random Forest over other existing machine-based 

learners that have been proved inferior. Special techniques like 

RandomOverSampler are also used to handle class imbalance 

problems. This is meant to ensure that the model is robust and 

performs well across various cyberattack scenarios. 

Robust blockchain technologies, PoW, in particular, are 

implemented to protect sensitive healthcare information. 

When it comes to security, PoW makes sure the immutability 

and decentralization of data, are two factors that are quite 

important in protecting medical records from being tampered 

with and having unauthorized access to them. Hence, the 

choice of blockchain supports the aim of the study to improve 

transparency and resilience in healthcare systems by deploying 

a decentralized architecture so as not to have single points of 

failure. Thus, these technologies form a comprehensive and 

secure framework for overcoming issues related to scalability, 

data integrity issues, and reliability related to cyber-threat 

detection. 

Its performance is evaluated using performance metrics 

such as confusion matrix, precision, precision, ROC curve, F1 

score, area under the curve, and recall. At last, the system 

generates alerts depending on the model’s forecasts relating to 

the test data: making alerts concerning possible network 

assaults in case such a change is suggested or rather claiming 

that no threat has been recognized. 

The extensive approach guarantees proper data handling, 

correct training of the models, and detection of threats in 

advance. Figure 16 depicts the essential procedures and 

processes of the working methodology 

 

 
 

Figure 16. Proposed model architecture 

 

4.1 Blockchain data storage 

 

During the Blockchain Data Storage phase, a Blockchain 

class is developed together with the help of a Proof of Work 

(PoW) to ensure data security. This process involves making a 

new block that contains the information that the system wants 

to record followed by the computation of hash for this 

particular block following PoW where a lot of extensive 

mathematical computation is done to ensure that the 

information is valid and cannot be altered. Once the 

requirements of PoW are fulfilled, the block is incorporated 

into the chain and becomes a permanent part. This makes each 

block in the chain have a unique identifier making it hard to 

alter any block without having to affect all the blocks in the 

chain it affords high security and transparency of the data 

stored in the blocks. PoW decentralizes control of power 

amongst the network participants and does not require a single 

authority. It increases security and minimizes the possibility of 

an attack that could directly address the healthcare system as 

it is in this model 
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4.2 Splitting dataset 

  

First, we randomly shuffled the data. Then, we split the data 

into training and test sets using "train_test_split", where 20% 

of the data is used for testing and 80% for training, whilst 

"random mode=101" ensures that the data is always split in the 

same way. 

 

 

5. RESULTS AND ANALYSIS 

 

To test and classify the data in the CIC IoT 2023 dataset, 

The RandomOverSampler technique was used in the paper to 

solve the imbalance issue. RandomOverSampler doubles the 

quantities of data of the sparse category by duplicating the 

existing samples in every random manner to match the count 

with that of the coarser category. It is useful for enhancing the 

performance of the given model because the proposed model 

is endowed with a small impact on the superiority of the 

common class while raising the significance of the rare datum.  
 

 
 

Figure 17. Confusion matrix RandomOverSampler method 
 

 
 

Figure 18. Report classifier RandomOverSampler method 

 

Table 4 and Figures 17-19 depict the experiment result of 

the proposed system and of the RandomOverSampler 

technology in rectifying the imbalanced data set problem. 

The model was applied to improve the accuracy of 

cyberattack classification on the CIC IoT 2023 dataset. Rare 

classes were randomly oversampled using 

RandomOverSampler to find a balance between classes, 

allowing the model to learn more general patterns and deliver 

high performance across all classes. 

The model outperformed remarkably, with an accuracy of 

99.7%, a positive precision of 100%, a recall of 99.6%, and an 

F1 score of 99.6%. This indicates its ability to reduce major 

errors, especially false positives by not reporting real threats 

or false negatives by misreporting threats. It supports the fruits 

of the labor related to early detection of cyberattacks in health 

IoT systems with reduced risk of charges due to classification 

errors.  

 
 

Figure 19. The ROC with RandomOverSampler method 
 

Table 4. Performance of the proposed model with 

RandomOverSampler method 

 
Performance Metrics Result (%) 

Accuracy 99.7 

Precision 100 

F1-score 99.6 

Recall 99.6 

 

The system has a near-perfect recall of attack cases, 

ensuring that almost all potential attacks are detected, and 

excellent accuracy to ensure that benign secure data is not 

classified as threats; this would increase the number of false 

positives and cripple the reliability of the system in healthcare 

environments. While the results are very good, there are some 

limitations to keep in mind: 

1. Overfitting: Since RandomOverSampler generates 

artificial samples by duplicating some of the original samples, 

this can lead to overfitting of the model. 

2. Real-world cyberattack scenarios: Although the CIC IoT 

2023 dataset claims to capture a wide range of the most 

prevalent network attacks in the IoT world, it is expected that 

some real-world cyberattack scenarios will be missed to be 

captured by this dataset. 

3. Test environments: The results have not been validated in 

dynamic real-world test environments. Testing the model in 

different contexts would be interesting to see if the results hold 

and can be further generalized. 

4. Data accuracy assumption: These results are based on the 

assumption that the data accurately reflects network traffic and 

attack patterns; this may not be the case. 

This indicates the model's excellent performance under 

simulation, but further confirmation of its applicability and 

flexibility in real systems requires further experiments in real 

and diverse work environments to increase the model's 

credibility and contribute to improving healthcare 

cybersecurity. 

 

 

6. CONCLUSIONS AND FUTURE WORK 

 

The purpose of this research is to increase the protection of 

healthcare data by applying machine learning as well as 

blockchain. The CIC IoMT 2024 dataset was checked and 

assessed, consisting of 18 types of cyber-attacks on 40 medical 

IoT devices, of which 25 were real, and 15 were simulated 

devices; the protocols used were Wi-Fi, MQTT, and 

Bluetooth. The novelty of the research is in proposing and 

developing an integrated system based on the method of deep 
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learning to detect and analyze cyber-attacks. 

Besides that, efficiency and credibility are met by adopting 

a Protocol of Work, which is a part of the blockchain setup. 

This includes developing a new block with the necessary data, 

calculating the hash by PoW, and joining the block to the 

chain. That way, safety is enhanced making sure that the data 

cannot be manipulated and safeguarded from an attack. 

We expect significant work in the direction of deep learning 

transfer techniques like EfficientNetV2 which is smaller and 

faster than CNNs that have been adapted to new ISIC datasets. 

Moreover, in analyzing the generative capacity of the 

generative adversarial networks (hybrid GANs), one finds a 

direction to enhance and diversify training sets which may also 

push forward skin cancer diagnosis via deep learning 

particularly so in the case of pre-trained models. 
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