
Development of a Renewable Energy Forecasting Strategy Based on Numerical Weather 

Prediction for the Cold Ironing System at the Port of Ancona, Italy 

Daniele Colarossi* , Valerio D'Alessandro , Luca Giammichele , Matteo Falone , Renato Ricci 

Department of Industrial Engineering and Mathematical Sciences, Università Politecnica delle Marche, Ancona 60131, Italy 

Corresponding Author Email: d.colarossi@univpm.it 

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/). 

https://doi.org/10.18280/ijepm.090401 ABSTRACT 

Received: 15 October 2024 

Revised: 14 November 2024 

Accepted: 30 November 2024 

Available online: 31 December 2024 

Since renewable energy sources have an intermittent nature, forecasting strategies are 

increasingly important. In parallel, ports are characterized by large energy demands, 

especially from berthed ships. Cold ironing systems have already been proven to reduce 

their environmental impact by connecting ships to the electricity grid and allowing them 

to switch off their auxiliary engines in port. In this work, a local energy production, 

consisting of photovoltaic, wind turbines, and an energy storage system, is proposed to 

cover the energy demand of ships. In addition, an energy forecasting strategy is presented, 

where the solar and wind energy potential is provided by the Weather and Research 

Forecasting (WRF) mesoscale model. By forecasting the energy production for the 

following day, the storage system can be charged from the grid at night, namely in off-

peak periods, reducing the pressure on the grid in on-peak periods. The methodology is 

tested on the port of Ancona (Italy). Results show that energy production can directly cover 

54% of energy demand, and up to 70% by adding the storage system. The forecasting 

strategy reduces the energy withdrawn during the daytime by 24.9% and increases that 

during the nighttime by 18.9%, proving the effectiveness of the proposed strategy. 
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1. INTRODUCTION

In the global pursuit of sustainable energy solutions, the 

imperative for accurate forecasting methodologies of 

renewable energy production has become increasingly 

important [1]. As the world grapples with the challenges of 

climate change, it is imperative to acknowledge the significant 

contributions to global pollution, including emissions from 

maritime activities in ports [2]. Recent data suggests that 

maritime transport alone accounts for approximately 2-3% of 

global greenhouse gas emissions, with port operations playing 

a notable role in this contribution [3]. The operations in ports 

contribute to local air pollution, adding to the broader 

environmental concerns posed by greenhouse gas emissions 

[4]. This underscores the urgent need for sustainable 

alternatives to mitigate the environmental impact of maritime 

transportation. It is worth mentioning that the more the port is 

close to urban areas, the more the environmental impact and 

the pollution in the area will be [5]. 

The adoption of renewable energy sources such as wind, 

solar, and hydroelectric power offers a promising solution to 

face climate change and reduce pollution from port activities 

[6]. Additionally, implementing cold ironing systems in ports, 

also known as shore power or Alternative Maritime Power 

(AMP) [7], can significantly reduce emissions by providing 

electrical power to ships while they are berthed, thereby 

eliminating the need for diesel engines, usually used on 

traditional ships [8]. Cold ironing effectively allows to shut 

down of auxiliary engines on ships, which are typically used 

to power various onboard activities such as lighting, 

ventilation, and refrigeration. By connecting ships to onshore 

electrical grids, cold ironing enables vessels to rely on cleaner 

energy sources while in port, thereby reducing air pollution 

and greenhouse gas emissions [9]. In addition, the 

environmental performance of a cold ironing system depends 

on the electrical mix from which the energy is withdrawn. If a 

low-quality energy mix is used, the environmental benefit will 

not be ensured. Accordingly, the performance can be 

maximized when the cold ironing is powered by renewable 

energy sources [10]. 

It is well known that renewable energy sources, such as 

solar and wind energy, have an inherently intermittent nature. 

Accordingly, accurate short-term weather forecasting plays a 

pivotal role in the efficient management of renewable energy 

production [11]. This way, especially when the energy demand 

is strongly intermittent, the advanced knowledge of the energy 

demand and production can be utilized to increase the 

management efficiency of microgrids, better exploiting the 

energy storage systems, with strategies such as peak shaving 

and energy arbitrage [12]. Among the methodologies for 

energy production forecasts, the Weather Research and 

Forecasting (WRF) model [13] stands out as a powerful tool 

for predicting meteorological conditions with high spatial and 

temporal resolution [14]. Developed by the National Center 

for Atmospheric Research (NCAR), the WRF model is widely 

used in both research and operational forecasting due to its 
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ability to simulate atmospheric processes across various 

spatial and temporal scales [15]. Unlike traditional weather 

models, WRF employs three-dimensional domains, allowing 

for a more comprehensive representation of atmospheric 

dynamics and interactions. By incorporating advanced 

numerical techniques, parameterizations, and observational 

data assimilation, WRF enables stakeholders to anticipate 

energy demand and production patterns with enhanced 

precision. A WRF model can be used to both wind [16] and 

solar energy predictions [17], and this would allow to forecast 

the energy production from renewable sources. This could be 

implemented to support a cold ironing system [18]. 

In this context, this paper presents a predictive model based 

on the WRF mesoscale model [19], to estimate the energy 

production from renewable sources and to increase the 

management efficiency of a cold ironing system. Power plants 

consist of both wind turbines and photovoltaic panels and are 

flanked by an energy storage system to eventually store a 

surplus of energy production. The latter is used to meet the 

energy demand of ferry ships docked at the port of Ancona, 

used as a case study [20]. The aim is to replace the onboard 

diesel generators of ships with an onshore power supply, as 

expected by the cold ironing systems. The ferry traffic at the 

port was analyzed on an hourly basis. 

The paper is organized as follows: in Section 2 the proposed 

system and forecasting methodology are widely described, in 

Section 3 results are shown and discussed and in Section 4 

conclusion and main findings are listed.  

 

 

2. MATERIAL AND METHODS 

 

The methodology proposed consists of different steps: 

(1) Evaluation of the energy demand by berthed ships.  

(2) Evaluation of the energy production by renewable 

energy plants.  

(3) Implementation of the control loop to compare energy 

production and demand on an hourly basis. 

(4) Implementation of the energy forecasting strategy. 

The ferry traffic of the port of Ancona (Italy) was taken as 

a case study, with methodology applicable to all ship types and 

locations. 

 

2.1 Energy demand 

 

Ferries are chosen due to their regular port calls and 

moderate energy demand compared to cruise ships, which 

have a higher energy demand (generally up to 10 MW), and 

container ships, which have a lower energy demand (up to 1 

MW).  

The hourly energy demand was calculated for each ship, 

based on a typical weekly pattern. From these, the monthly 

profile is reconstructed as a sequence of typical weeks. This is 

acceptable since ferries show a regular schedule of arrivals and 

departures in port.  

The overall energy demand profile, for all ships, is 

calculated considering the contemporaneity of ships in port. 

The overall power required at a certain time is the sum of the 

energy demand of the number of ships present in port at that 

time. The period analyzed in this work is February 2024. Table 

1 reports the list of ships analyzed, and for each of them, the 

power required at berth and the total time spent in port are 

listed.  

 

It is worth noting that not all the ferries stayed at the port 

during February. Figure 1 shows the reconstruction of the 

hourly energy demand of the contemporaneity of ships, during 

February 2024. 

 

Table 1. Ferry ships considered at the port of Ancona 

 
 Average Power (kW) Total Time (h) N° Calls 

Ship 1 1600 80 4 

Ship 2 1000 136.3 12 

Ship 3 1000 76.6 4 

Ship 4 2200 50.6 16 

Ship 5 2200 46.3 16 

Ship 6 1200 0 0 

Ship 7 800 158.7 8 

Ship 8 350 24.3 4 

Ship 9 600 0 0 

Ship 10 800 0 0 

 

 
 

Figure 1. Temporal evolution of the energy demand 

(February 2024) 

 

2.2 Energy production 

 

The proposed energy production strategy integrates both 

photovoltaic (PV) and wind turbine systems to meet the 

electricity demand of berthed ships. The renewable energy 

resources, both solar radiation and wind speed, are determined 

by WRF simulations. Then the obtained results were used to 

calculate the energy produced by the power plants. 

WRF produces mesoscale forecasts by integrating fluid 

flow equations and parameterizing unresolved processes. 

These include microphysics, radiation (longwave and 

shortwave), planetary boundary layer, land surface, and 

convection (for grid spacing above 4 km).  

The modeling domains are centered on the city of Ancona 

(Italy) and consist of five nested domains, with a grid spacing 

of 24300 m, 8100 m, 2700 m, 900 m, and 300 m. All domains 

have 31 × 31 points on the horizontal spatial domain, and 27 

levels in the vertical direction. The time step for all simulations 

was set to 80 seconds and the output was visualized each 4 

minutes. Data for the boundary and initial conditions for all 

downscaling were taken from the Global Forecasting System 

(GFS) database. The latter is a database of meteorological data 

obtained through a reanalysis process, performed with a large 

resolution worldwide or over wide regions. Then the WRF 

model allows us to solve the equations on the domain set. Each 

simulation was initialized at 00:00 of each day over the period 

considered and covered the following 48 hours. Figure 2 

shows the WRF domains. 
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Figure 2. Domains for the simulation on Ancona (Italy) with 

altitude color map (meters) latitude=43.586505; 

longitude=13.515598 

 

Once the renewable energy resources are estimated, the 

output power for both photovoltaic plants and wind turbines 

can be calculated. Regarding the photovoltaic system, the 

required parameters are the solar irradiance and the ambient 

temperature. The output power of the PV system (PPV) is 

determined by Eq. (1): 

 

( )T
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 =    +  −    
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where, Pr represents the rated capacity of the PV plant, fPV 

denotes the PV derating factor, GT stands for the solar 

radiation incident on the PV array in the current time step, GT, 

STC is the incident radiation at standard test conditions, αp 

represents the temperature coefficient of power, TC indicates 

the PV cell temperature in the current time step, and TC, STC 

denotes the PV cell temperature under standard test conditions. 

It is worth remembering that the Standard Test Conditions 

(STC) correspond to a solar radiation of 1000 W/m2, an 

ambient temperature of 25℃ and an air mass of 1.5. The PV 

cell temperature (TC) is expressed as a function of ambient 

temperature (Ta), incident solar radiation (Gt), and the panel's 

operative temperature (NOCT), as Eq. (2): 
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(2) 

 

In this work, a temperature coefficient of power αp equal to 

-0.005 and a NOCT equal to 45℃ were used, as typical values 

of monocrystalline silicon panels. 

For the wind turbine system, the output power (Pw) is 

calculated using the relevant equations incorporating factors 

such as rated capacity, wind speed, and turbine characteristics. 

While the specific formula may vary depending on turbine 

models and attributes, it typically involves parameters like air 

density, rotor diameter, and wind speed cubed, denoted by Eq. 

(3): 

31

2
w p sP C A w=      (3) 

 

where, Pw is the power produced by the wind turbine, ρ is the 

air density, A represents the rotor swept area, Cp denotes the 

power coefficient, and Ws indicates the wind speed. Figure 3 

shows the power curve of the wind turbine considered in this 

work. It is a wind turbine with a rated power of 2050 kW and 

a rated wind speed of 12 m/s. 

 

 
 

Figure 3. The overall layout of the proposed system 

 

The performance of the wind turbine is influenced by wind 

speed fluctuations and meteorological conditions, 

necessitating the employment of mathematical models to 

forecast output under various wind scenarios. 

 

2.3 Control loop 

 

A control loop was developed and implemented in 

MATLAB, to determine the energy flows among the different 

components of the proposed system. In particular, the latter 

consists of photovoltaic plants and wind turbines as energy 

sources, an energy storage system, and berthed ships as energy 

load. Figure 4 shows the overall layout. Both photovoltaic and 

wind energy can be used to cover the energy demand of ships, 

to charge the energy storage system, or to deliver energy to the 

electrical grid, in case of energy surplus or when the energy 

storage is fully charged. Alternatively, in the absence of 

energy production from power plants, the energy demand can 

be satisfied with the energy stored, if present, or directly from 

the electrical grid. 

 

 
 

Figure 4. Overall layout of the proposed system 

 

203



 

The control loop allows to evaluate how the energy demand 

is covered. The model aims to allocate the share of energy 

demand to the PV/wind turbines, to the storage system or to 

the grid, depending on the energy availability at that certain 

time. The working mechanism is the following. At each time 

step, the model requires as input the environmental parameters, 

such as the solar irradiance (GT), the ambient temperature (Ta) 

and the wind speed (Ws), and the power consumption of ships 

(Pi).  

Then, the model operates by comparing the energy demand 

and production on an hourly basis. It calculates the PV output 

using Eqs. (1) and (2), and wind turbines output using Eq. (3). 

When the energy production is lower than the energy demand, 

the model calculates the energy deficit, while on the contrary, 

namely when the energy production is higher than the energy 

demand, the energy surplus is calculated.  

In the first case, the model checks the State of Change (SoC) 

of the storage system to verify whether it can cover the energy 

deficit. If the energy deficit is higher than the SoC, the further 

deficit is withdrawn from the electrical grid.  

In the second case, in presence of an energy surplus, the 

model checks whether it can be stored or, when the energy 

storage system is fully charged, the surplus is supplied to the 

electrical grid.  

The diagram flow in Figure 5 shows the logic of the 

proposed loop, which is repeated on an hourly basis over the 

considered period. 

 

 
 

Figure 5. Diagram flow of the proposed system 

 

2.4 Energy forecasting strategy 

 

The proposed strategy aims to return a more self-sufficient 

cold ironing system, in terms of energy exchanges with the 

electricity grid. The use of renewable energy sources is 

unprogrammable and unstable, and accordingly, it can be used 

only when produced. 

The proposed strategy for energy management involves a 

strategic assessment of renewable energy production and 

anticipated demand. The workflow is the following: 

(1) WRF simulations. 

(2) Solar and wind data extraction. 

(3) Control loop and forecasting strategy. 

WRF simulations run every day to predict the following 48-

hour weather conditions. The procedure automatically starts at 

5 AM each day. This is because it generally takes 4 hours for 

the NCAR to release GFS weather data, which contains the 

initial and boundary conditions for the WRF simulations. Once 

the data are downloaded, the simulation begins and lasts 

around 3 hours.  

At 10 AM the outputs of the simulation are taken as input 

for the post processing. This is performed through the NCL 

scripting language, developed by the Computational and 

Information Systems Lab at the NCAR. The aim is to extract 

the weather conditions at any point of the domain, namely the 

wind data at the desired height and solar data at the ground 

surface. 

Each evening at 8 PM, the forecasting strategy is 

implemented by analyzing the projected output from 

renewable sources, both solar and wind, as well as the energy 

demand of ships docked at the port for the following day. This 

step is necessary to determine whether the next day there will 

be an energy surplus of production compared to the energy 

demand or an energy deficit. The model focuses only on the 

latter case, which means that the energy demand of the 

following day is higher than the energy production. In this 

scenario, the model calculates the evolution of the state of 

charge of the storage system, to verify the possibility to charge 

the storage during the night-time. This allows the storage 

system to be charged with energy taken from the grid at a 

lower price. The new overall layout of the proposed system 

appears as in Figure 6. 

 

 
 

Figure 6. Revised layout with energy forecasting strategy 

 

 

3. RESULTS AND DISCUSSION 
 

3.1 Validation of the WRF simulations 

 

Before implementing the energy forecasting strategy to the 

cold ironing system, results obtained from solar and wind 

energy estimations, through WRF simulations, need to be 

validated. In the absence of experimental data over the 

simulated period, February 2024, in this work the validation 

process will consist of two phases: 

(1) Validation of a hindcasting model with experimental 

data. The latter are available over one year, 2010, in 
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Lesina (Italy). 

(2) Once the hindcasting model is validated, the same 

configuration will be used to simulate the period of 

interest, February 2024, and compared with the data 

obtained by the forecasting simulations. 

A hindcasting simulation involves using the WRF model to 

simulate past weather conditions. Instead of forecasting future 

weather, the model is "hindcasted" or runs backward in time 

to recreate past weather events. A comparative analysis 

between numerical results and experimental data was 

performed. The experimental data were collected from an 

anemometric tower installed in Lesina (Italy), in 2010. The 

tower was equipped with the instrumentation for wind energy 

assessment at different levels, namely 40 m, 60 m, 80 m, and 

100 m. 

Figure 7 shows the wind roses of experimental (a) and 

numerical (b), at a height of 60m from the terrain level. A wind 

rose is a graphical tool used to measure wind direction and 

speed from an anemometric tower or a wind dataset. It 

represents the frequency and intensity of wind blowing from 

different directions over a specific period. As seen from the 

figure, the two wind roses are similar, and the predominant 

wind direction is south for the numerical scenario, while 

slightly southeast with the experimental data. Regarding the 

wind speed, the different colors highlight the ranges of wind 

speed. It can be concluded that the wind speeds are similar, 

with the numerical scenario that shows lower average wind 

speeds over the year. Table 2 summarizes the average wind 

speed at the different levels.  

 

 
(a) 

 

 
(b) 

 

Figure 7. (a) Wind roses of experimental, (b) Wind roses of 

numerical 

 

Table 2. Average wind speed at the different levels (Lesina, 

2010) 

 
Level Hindcasting Anemometric Tower 

40 m 4.98 m/s 5.55 m/s 

60 m 5.49 m/s 5.94 m/s 

80 m 5.83 m/s 6.27 m/s 

100 m 6.05 m/s 6.4 m/s 

 

The comparison between forecasting and hindcasting 

simulations can be considered as the latter was validated many 

times in literature. In this work, the period analyzed is 

February 2024. The hindcasting simulations were performed 

under the same conditions as the forecasting ones, namely the 

grid sizes and resolutions, the time step, and the vertical levels. 

The comparison was made in terms of average wind speed 

over the entire period and the standard deviation. As shown in 

Table 3, the forecasting simulations can be considered 

validated. 

 

Table 3. Hindcasting and forecasting comparison (February 

2024) 

 

 
Average Speed 

(m/s) 

Standard Deviation 

(m/s) 

Hindcasting 4.819 2.245 

Forecasting 4.835 2.289 

 

3.2 Comparison of the different scenarios 

 

Different scenarios were simulated to investigate and prove 

the effectiveness of the proposed forecasting strategy. 

Cases: 

(1) Simple cold ironing system. The energy demand is 

always covered by the electricity grid. 

(2) Cold ironing with local energy production. The energy 

demand can be covered whether by local energy 

production or by the electricity grid. 

(3) Cold ironing with local energy production and energy 

storage system. In addition to the previous case, the 

energy storage system can cover the energy demand in 

the absence of renewable energy production. 

(4) Cold ironing with local energy production, energy 

storage system, and energy forecasting strategy. The 

latter allows us to predict the energy and production 

and withdraw in advance during the off-peak period. 

Table 4 shows the sizes of the power plants and the energy 

storage used for the simulations. It is worth citing that the 6150 

kW of wind turbines corresponds to three turbines 

hypothesized, 2050 kW each. 

 

Table 4. Power plants and storage systems simulated 

 

 
Rated Power 

(kW) 

Capacity 

(kWh) 

Photovoltaic plant 4500 - 

Wind turbines 6150 - 

Energy storage system - 6000 

 

Results are analyzed in terms of percentage coverage of the 

energy demand. Figure 8 shows how the energy demand is 

covered by the different components of the proposed scenarios. 

In the first one, Figure 8 (a), there is no local energy production, 

and the energy production is fully satisfied by the electricity 

grid. In the second scenario Figure 8 (b), namely with the 
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addition of the local energy production, the energy demand 

can be directly met by the energy produced, and this share 

turns out to be 54%, while the remaining share (46%) is 

covered by the electricity grid. By adding the energy storage 

system Figure 8 (c), the third scenario, the energy surplus can 

be stored and then used in case of an energy production deficit. 

The share from renewable energy remains the same (54%), 

while the share of energy from the grid decreases by 16% 

(from 46% to 30%), which corresponds to the share provided 

by the energy storage system. 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 8. Energy demand coverage for the different 

scenarios 

 

3.3 Energy forecasting strategy 

 

The energy forecasting strategy aims to reduce the energy 

taken from the grid during the on-peak period. In fact, during 

the daytime, there is usually a peak of energy production from 

renewable sources, mainly due to the daily profile of solar 

radiation. The proposed strategy aims to shift the share of 

energy withdrawn from the daytime to the night-time.  

Figure 9 shows, for each scenario, how the energy taken 

from the grid is allocated during the day. More in detail, the 

day-time period corresponds to the 8:00/20:00 time range, 

while the night-time period corresponds to the 20:00/8:00 time 

range.  

As expected, results show that, by adding the local energy 

production (scenario 2) and the energy storage system 

(scenario 3), the overall share of the energy taken from the grid 

decreases both during the daytime and night-time. The 

proportions of the decrease are a consequence of the 

availability of renewable resources, both solar radiation and 

wind speed and of the daily distribution of the energy demand 

of ships. 

The fourth scenario, the one implementing the forecasting 

strategy, shows a reduction in the energy withdrawn during the 

daytime (24.9%) and an increase in the energy withdrawn 

during the night-time (18.9%). This proves that the proposed 

forecasting strategy turns out to be valid to reduce the pressure 

on the grid during the on-peak period. In addition, this could 

lead to a reduction in operational costs, due to the lower cost 

of energy in the night-time than in the daytime. 

 

 
 

Figure 9. Energy withdrawal distribution for the different 

scenarios 

 

To better investigate the effectiveness of the proposed 

focusing strategy, Figure 10 highlights the third and fourth 

scenarios, namely without and with forecasting strategy. It can 

be seen that by adding the strategy the day-time energy 

withdrawn from the electricity grid is reduced from 39% to 

29%. Accordingly, the share during the night-time is increased 

from 61% to 71%. This proves the effectiveness of the 

proposed strategy, reducing the pressure on the grid during the 

on-peak period and the cost of energy withdrawn. 
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(b) 

 

Figure 10. (a) Energy withdrawn allocation without 

forecasting strategy, (b) Energy withdrawn allocation with 

forecasting strategy  

 

 

4. CONCLUSIONS 
 

This paper presents an energy forecasting strategy based on 

the WRF mesoscale model. The latter is used to predict, 

through a series of 48-hour weather forecasts, the energy 

potential of both solar and wind power plants. The energy 

production aims to cover the energy demand of berthed ships 

at the port of Ancona (Italy), used as a case study, with an 

onshore power supply, as expected from the cold ironing 

systems. The energy demand is analyzed on an hourly basis. 

The forecasting strategy consists of determining each 

evening the energy production for the following day. In case 

of a deficit, the storage system is charged at night with energy 

taken from the grid at a lower price. 

The main findings of this work can be summarized as 

follows: 

(1) A local energy production from 4500 kW of 

photovoltaic and 6150 kW of wind turbines can directly cover 

54% of the energy demand of ships, which is strongly 

intermittent. 

(2) By adding an energy storage system with a capacity of 

6000 kWh, the self-sufficiency of the overall system increases 

up to 70%. 

(3) The proposed forecasting strategy can help to reduce the 

pressure on the electrical grid during the on-peak period. The 

energy withdrawn during the daytime is reduced by 24.9%, 

and that during the night-time is increased by 18.9%. 

Future research will be developed, for instance, the 

validation of the forecasting output with experimental data, 

such as with an anemometric tower. In addition, the optimal 

sizing of the system’s components could be investigated, or 

the influence of the uncertainties in both energy potential 

assessment and energy demand of ships. 
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NOMENCLATURE 

 

A Area, m2 

AMP Alternative Maritime Power 

CP Dimensionless wind turbine's power 

coefficient 

fPV PV derating factor 

Gt Solar radiation, W/m2 

GT,STC Solar radiation at standard test 

conditions, W/m2 

GFS Global Forecasting System  

NCAR National Center for Atmospheric 

Research 

NOCT Panel's operative temperature, ℃ 

Pw Output power of the wind turbine, kW 

Ppv Output power of the PV system, kW 

Pr Rated capacity of the PV plant, kW  

PV Photovoltaic 

SoC State of Charge, kWh 

Ta Air temperature 

TC PV cell temperature, ℃ 

TC,STC PV cell temperature under standard test 

conditions, ℃ 

WRF Weather Research and Forecasting 

Ws Wind speed, m/s 

 

Greek symbols 

 

 

αp PV temperature coefficient of power, 

ρ Air density, kg/m3  
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