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The misleading reviews posted on shopping websites and other media platforms sway the 

opinions and decisions of different customers. On the other hand, dishonest reviewers will 

make an effort to mimic the writing style of legitimate reviews. There is no guarantee that 

these text-feature-based approaches will work anytime soon. In addition, the likelihood of 

an imbalanced category distribution in practice limits detection performance. This paper 

proposes a fraudulent review detection system that uses ensemble feature selection and 

multidimensional feature creation to overcome these limitations. Our idea builds three-

dimensional characteristics, which include text, reviewer behaviour, and misleading 

scores. Furthermore, a data resampling approach combines Random Sampling and 

oversampling techniques to mitigate the effects of an imbalanced distribution of categories. 

In addition, we combine the outcomes of several feature selection methods that focus on 

information gain, XGBoost feature importance, and the Chi-square test. On various text 

datasets, the proposed technique demonstrates exemplary performance in fraudulent 

review identification according to the experimental findings using feature selection 

methods, resampling methods, classification, etc. Our technique outperforms existing 

sophisticated methods when faced with low-quality text or an imbalanced dataset. 

Keywords: 

social networks, feature selection, 

multidimensional, classification, evaluation 

metrics 

1. INTRODUCTION

Reviews on social media have risen in tandem with the 

popularity of online shopping and other forms of social media 

due to the constant improvement of network technology. 

However, some users submit inadequate and misleading 

evaluations to achieve their goals. In contrast, others offer 

excellent personal ratings because all the socializing and 

trading networks have relatively lax limits on customer 

reviews. The opinions and understanding of other users will be 

shaped by these reviews posted on social media. Furthermore, 

future buyers' decisions and actions are influenced mainly by 

evaluations and feedback on goods. In addition to severely 

violating users' rights and interests, misleading evaluations 

impede the positive and sustainable growth of social media 

and e-commerce [1]. It is still a worthwhile and challenging 

endeavour to detect fraudulent reviews.  

The impact of misleading evaluations on customers' 

decisions and companies' reputations was initially highlighted 

in the study [2]. Because misleading reviews require context 

connections to be detected, it is tough for humans to identify 

them. Most approaches handle it using supervised learning 

techniques as it is a classification problem. The review content 

was analyzed using linguistic characteristics [3]. The impact 

of building a single feature data set is restricted in today's 

complicated internet buying market, where dishonest 

reviewers intentionally mimic or even replicate honest 

reviews, making the deceitful writings seem similar to 

authentic texts. The study [4] proposed that review behaviour 

traits and text elements play a significant role in determining 

review authenticity and can help identify fraudulent reviews. 

Also, training and predicting with a model becomes much 

more challenging if there is an imbalance in the quantity of 

honest and dishonest data. 

Thank you very much for your insightful comment. The 

novel contributions of our work are considered as: We 

evaluated text features and reviewer behaviour features from 

the data set using sampling unbalanced data approaches. The 

existing work has faced difficulty for model training and 

prediction. The key differentiating factors of this paper are as 

follows. This paper compares it to five other sophisticated 

techniques to highlight its benefits. We employ certain cross-

validation procedures to guarantee the precision of the 

findings. Using feature generation and selection, this paper 

presents a fraudulent review detection approach to tackle the 

aforementioned issues. After completing the fraudulent review 

identification task, it accepts the real scenario with less quality 

text data and with imbalanced type distribution.  

The significant contributions of this work are mentioned 

below. 

 To improve the feature representation, we use anomaly

detection methods like principal component analysis

(PCA) to produce anomaly scores for each sample.

Moreover, these features are the usual text and reviewer
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behaviour features.  

 The imbalanced data can be resampled using the 

Random Under-Sampling (RUS) and Borderline-

SOMTE algorithms. In terms of sampling performance, 

this hybrid sampling strategy is superior. 

 The XGBoost feature importance approach, the 

Information gain method, and the Chi-square test are 

used to pick three candidate feature sets, respectively. 

Ensemble selection efficiently prevents feature 

severance and exact model, leading to the final 

collection of features.  

The outline of this paper is summarized as follows. Section 

2 explains different methodologies and existing experimental 

analyses by different researchers. Section 3 describes the 

approaches that assist in making a framework or model of the 

proposed work. Section 4 demonstrates the method's efficacy 

by employing various experimental comparisons, and Section 

5 summarizes the results. 

 

 

2. RELATED WORK 

 

False review detection was considered a two-class 

challenge [5]. Deep learning or machine learning is often used 

to solve the two-class deception detection issue. Methods for 

detecting false reviews may be categorized as content-based, 

behaviour-feature-based, or hybrid. 

 

2.1 Illusive review noting method 

 

Review detection utilizing a stylistic (lexical and syntactic) 

function regarding linguistic characteristics was developed 

[6]. Based on their analysis, Yuan et al. [7] found that 

combining lexical and syntactic characteristics yielded better 

results than using any feature alone. Zhang et al. [8] employed 

contextual information disparity using a deep learning 

approach for text feature identification. Using Word2vec on 

the Google News corpus, and Jain et al. [9] obtained the 

pretrained word-embedding vector, and they then presented 

many deep neural networks (DNN) based methods for 

detecting misleading information. The machine learning 

strategy [10] suggested using distinct features and sentiment 

orientation. Combining the conventional word bag with word 

context and customer sentiment, the various deep learning 

model is suggested [11] for detecting misleading reviews. 

 

2.2 False Review analysis 

 

The behaviour characteristic is analyzed [12] with various 

performance methods. When looking for suspicious reviewer 

behaviour, the utilizing unanticipated variation approach [13] 

recommended the usual behavior as a guideline to look for it. 

Lim et al. [14] suggested a behavioural approach and a system 

to monitor reviewers' actions to identify reviewers who 

attempt to make misleading reviews. To identify misleading 

reviews, a relative subject model relies on individual group 

merchants, picks up elements of individual behavior, and 

combines it with features of evaluator group behavior.  

 

2.3 Machine learning-based feature analysis 

 

Different feature analyses have been done for classification 

using traditional or hybrid machine learning methods. Feature 

data analysis with various data sets is considered in studies 

[15, 16]. Privacy-preserving data analysis has been developed 

using machine learning methods as in studies [10, 17]. 

 

2.4 Aggregated content-based approaches 

 

Noekhah et al. [15] suggested a multi-iterative network-

based methodology to identify fraudulent reviews. In their 

work, Yang et al. [16] utilized a CNN approach to identify 

fraudulent reviews after extracting elements related to the 

content and the reviewer's behaviour. The combined 

characteristics are based on content, with those based on 

behavior to identify fraudulent reviews. Before discussing 

several CNN-based methods of combining text and non-text 

characteristics, Javed et al. [17] demonstrated the efficacy of 

behavior features.  

 

2.5 An unbalanced category distribution dataset-based 

method 

 

Most researchers resampled their data to achieve a fairer 

distribution of categories [17]. A false review identification 

approach based on comment time characteristics was also 

proposed [18]. The support vector machine (SVM) model for 

identifying misleading reviews was suggested by Zhu et al. 

[19]. Bhuyan et al. [20-22] have used machine and deep 

learning methods for feature selection and classification 

performance. 

This paper integrates the text feature with the behaviour 

feature, building on earlier concepts of ways to detect 

misleading reviews. Anomaly detection, data resampling, and 

a misleading scoring feature are implemented to address the 

effects of imbalance. In the event of a dataset with an 

imbalanced distribution of categories, it can better handle 

categorizing misleading reviews. 

 

 

3. FRAMEWORK FOR ILLUSIVE REVIEW MODEL 

 

To identify fraudulent reviews, this paper employs the 

technique of ensemble feature selection and multidimensional 

feature building. Simple data processing is considered for 

certain data levels with the headword probability shown in 

Figure 1. Figure 2 depicts the various procedures for the 

proposed framework based on multidimensional feature 

construction. We have considered the extended work of study 

[23] using additional methodological analysis and experiments 

with further datasets. We also compare our evaluation with 

existing methods of assessment. 

 

3.1 Building features 

 

In this part, we considered the preprocessing of text data and 

created structure text features from the text dataset as follows: 

(a) Preprocessing Text: Preprocessing data is essential for 

accurate and successful feature extraction from the text. 

Standard text preprocessing steps include changing case, 

removing punctuation and stop words, correcting spelling and 

grammar mistakes, and fine-grained text segmentation. This 

paper uses Python's Natural Language Toolkit (NLTK) for 

preprocessing tasks. A text corpus is created for use in 

subsequent experiments after text preparation. The findings of 

the food dataset's preprocessing of reviews are displayed in 

Table 1. 

(b) Text Feature Creation: Since computers aren't natural 
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word processors, we must employ feature creation methods to 

convert English words into word vectors that computers can 

understand. The first step is to extract semantic information 

from word pairings using the Bigram algorithm. 

It is possible to record the details of front and back word 

pairs using the N-gram [5] model (a tiny unit containing the 

number of words). This form of the N-gram is known as a 

Bigram when n = 2. With the review “I like Biryani in dinner” 

as an example, following word segmentation, stop word 

filtering, and Bigram processing, the sentence is transformed 

into {I, (I, like), like, (like, Biryani), Biryani, (Biryani, 

dinner)} which separates the formerly vague “I like Biryani in 

dinner” from “in dinner I like Biryani”.  

 

 
 

Figure 1. Processing of dataset 

 

 
 

Figure 2. Illusive model for multidimensional feature selection approach 
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Table 1. Preprocessing text 

 
Original Text Preprocessing 

Bush used to have a white 

chili bean, which made this 

recipe super simple. I have 

written to them and asked 

them to please, bring them 

back 

 used to have a white chili bean 

and made this recipe super 

simple. have written to them and 

asked them to please, bring them 

back 

 

During training the word, we use the Word2vec method. 

The three main layers of Word2vec [24] are the input, hidden, 

and output layers of a neural network model. The exact-

dimensional word vector is trained from a high-dimensional 

One-Hot word vector used as input. The bag-of-words (BOW) 

models are present in Word2vec. The skip-gram concept is 

utilized in this work. 

Figures 3 and 4 show that a pair-wise set is considered for 

each slide. With "like" as the central word in Figure 4, we 

considered the probability of two terms based on prior and 

posterior generation. 

 

𝑃 = 𝑃(𝐼, (𝐼, 𝑙𝑖𝑘𝑒), (𝑙𝑖𝑘𝑒, 𝐵𝑖𝑟𝑦𝑎𝑛𝑖), 𝐵𝑖𝑟𝑦𝑎𝑛𝑖|𝑙𝑖𝑘𝑒) (1) 

 

 
 

Figure 3. Skip-gram model for complete sentences 

 

 
 

Figure 4. Skip-gram model for partial sentence 

 

We considered the probability for self-governing generated 

items or words: (a) head word (wc) and its Hot word vector (vc) 

(b) front and back words wb and its Hot word vector ub. Now, 

we determined as per two different types of words as follows:  

 

P(𝑤𝑏|𝑤𝑐)=
exp(𝑢𝑏

𝑇 𝑣𝑐)

∑ exp(𝑢 𝑖
𝑇 𝑣𝑐)𝑛

𝑖=0

 (2) 

 

Let T be the length of the review text sequence. Next, with 

the sliding window j as input, we use the logarithm 

minimization loss function to update the model's parameters 

during training. Then, we can obtain the gradient of the 

headword vector vc by using a differential calculation as 

follows. 

 

 log 𝑃(𝑤𝑏|𝑤𝑐)

 𝑣𝑐

= 𝑢𝑏 − ∑ 𝑃(𝑤𝑗|𝑤𝑐)

𝑛

𝑗=0

𝑢𝑗 (3) 

The cyclic training of the Word2vec word vector follows 

Table 1. 

TF-IDF is a statistical index that measures the relevance of 

phrases in the text library [25], composed of the TF and the 

IDF values. Assuming that the term frequency (TF) is defined 

as the ratio of the frequency Tw of entry w and overall entries 

N from the same class is below.  

 

TF = 
𝑇𝑤

𝑁
 (4) 

 

It is possible to define IDF as the logarithm of C (quantity 

of documents) divided by Dw (entire quantity of documents) is 

as follows.  

 

IDF = log 
𝐶

𝐷𝑤
 (5) 

 

In last, the TF-IDF value is determined as: 

 

TF − IDF = TF ∗ IDF (6) 

 

Following the procedures outlined above yields the Text 

Feature (6). Considering aspects like word significance and 

word pairings, this technique improves the efficiency of text 

feature extraction. 

(c) The construction of features based on reviewer behavior: 

dishonest reviewers mimic or even replicate genuine reviews. 

Relying only on text features makes it difficult to discern 

between honest and misleading evaluations. We show the 

paper's results using basic review information to develop 12 

aspects of reviewer behavior such as (i) Review length, (ii) 

Digits, (iii) Number of Adjectives/Nouns/Adverbs, (iv) 

Reviewer Activity, (v) Emotional Index Review, (vi) Rating 

Consistency in Reviews, (vii) The Level of Discordance in the 

Reviewer's Rating, (viii) Reviewer Total Number of Reviews, 

(ix) Reviewers' Extreme Scores, (x) Distinction among Scores.  

(d) Misleading Score Feature structure: Misleading reviews 

make up a small percentage of the total, leading to an 

imbalance in the sound and negative feedback. Neither the 

training nor the prediction of classification models is 

facilitated by it. The majority of current approaches disregard 

this issue.  

An unsupervised approach called isolation forest [26] takes 

a dataset, runs it through the forest, and then estimates the 

average data height by watching where the dataset falls on 

each leaf node. We considered the path length from leaf to root 

node and made the equation to determine the misleading score 

S(x) for the sample x as follows: 

 

𝐶(𝑛) = 2h(n − 1) − (
2(𝑛 − 1)

𝑛
) (7) 

 

ℎ(𝑘) = ln(𝑘) + 𝜑 (8) 

 

The Eq. (8) is determined the height and use for all trees 

with sample x is denoted as E(h(x)). We may express the 

misleading score S(x). 

 

𝑆(𝑥)=2
(−

𝐸(ℎ(𝑥))

𝑐(𝑛)
)
 (9) 

 

Using principal component analysis (PCA) [27] to identify 

outliers entails building a covariance matrix with n rows and 

m columns from the initial data and then eigen-decomposing 

it. Several eigenvectors are recovered upon decomposition.  
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The initial data set's covariance matrix is x. Let X be a matrix 

with n eigenvectors; for each i eigenvector, zi, the 

corresponding eigenvalue in this direction is denoted by Vi, 

and the transpose of X is XT. Thus, the formula is as follows: 

 

𝑆(𝑥)=∑
|𝑋𝑇𝑍𝑖|

𝑉𝑖

𝑛
𝑖=1  (10) 

 

The function S(x) is defined as the sum of the ratio of above 

parameters with respect to i, divided by Vi, where i ranges from 

1 to n. 

If there are more than two dimensions, one density-based 

anomaly identification approach is the local outlier factor 

(LOF) [28]. d(x, y) is a distance measure between two points x 

and y. y is the number k distance from x, as shown by dk(x, y). 

Then, the formula for the distance that may be reached RD(x,y) 

as follows:  

 

𝑅𝐷(𝑥, 𝑦) = max {𝑑(𝑥, 𝑦), 𝑑𝑘(𝑥, 𝑦)} (11) 

 

Here, 𝑐𝑘(𝑥) is the neighborhood for k distance with sample 

x. The formula of local reachable density (LRD) is written 

 

𝐿𝑅𝐷𝑘=
1

(
∑ 𝑅𝐷(𝑥,𝑦)𝑦𝑐𝑘(𝑥)

𝑐𝑘(𝑥)
)

 
(12) 

 

Further, we considered deceptive score S(x) through LRD, 

which can be expressed as: 

 

𝑆(𝑥) =
∑ 𝐿𝑅𝐷𝑘(𝑦)𝑦𝑐𝑘(𝑥)

𝑐𝑘(𝑥)𝐿𝑅𝐷𝑘(𝑥)
 (13) 

 

The K-nearest-neighbors (KNN) [29] choose the category 

based on distance. With an assumed number of samples (n), 

we may find the first n positions closest to sample point x in 

terms of its distance from the origin (x) using the formula. The 

point's misleading score S(x) may be represented as (n-1)/n for 

positive samples is i. 

 

𝑆(𝑥) =
𝑛 − 𝑖

𝑛
 (14) 

 

A neural network is employed by an autoencoder [30] to 

transform the dimensional data from high to low dimension. 

For an input sample X=(X1, X2,........, Xn) where n is the number 

of dimensions, a larger inaccuracy indicates a higher 

likelihood of the sample being an outlier. The output is 

XR=( 𝑋1
𝑅, 𝑋2

𝑅 … . . 𝑋𝑛
𝑅 ) for the following Autoencoder 

reconstruction. When a mean squared error (MSE) and mean 

absolute error (MAE) are added together, it forms the 

misleading score S(x) as follows.  

 

𝑆(𝑥) =
1

𝑛
∑(𝑋𝑖 − 𝑋𝑖

𝑅)2

𝑛

𝑖=1

+
1

𝑛
∑ |𝑋𝑖 − 𝑋𝑖

𝑅|

𝑛

𝑖=1

 (15) 

 

A particularly effective outlier score in low dimensions is 

the histogram-based outlier score (HBOS) [31], which 

employs a density score for the anomalies after dividing each 

dimension into numerous intervals. In the n-dimensional 

space, x is the sample size, and Hn(x) represents its height. An 

abnormally big spread and a high height are indicators of a 

sample that is out of the ordinary. The misleading score S(x) 

can be expressed in the following way: 

𝑆(𝑥) = ∑ 𝑙𝑜𝑔(
1

𝐻𝑛(𝑥)
)

𝑑

𝑛=1

 (16) 

 

Anomaly detection methods should be diverse for more 

thorough mining of sample anomaly information. 

 

3.2 Resampling data 

 

We present the creation of a hybrid resampling technique, 

RUS and Borderline-SMOTE, based on the pros and cons of 

the two approaches above. The first sample is labelled as either 

a Majority or a Minority Sample. Based on the large sample in 

the vicinity, the simple sample is categorized as safe, 

dangerous, or noisy, while the majority sample is a Random 

Under-Sampling. A potentially dangerous situation is when 

most samples constitute more than 50% of the close samples. 

Thus, the aggregate resampling dataset is obtained by 

combining the findings of under-sampling and over-sampling.  

 

3.3 Features selection 

 

Following the abovementioned procedures will allow 

retrieving the original set of multidimensional features and the 

RUS and Borderline-SMOTE sample sets. The feature 

construction dimensions, however, are excessive, making 

overfitting and dimension disasters all too common. The 

following is the formula for calculating the chi-square value as 

per [32].  

 

𝑋2 = ∑
(𝑥𝑖 − 𝐸)2

𝐸

𝑛

𝑖=1

 (17) 

 

To choose features using the Chi-Square Test, the chi-

square value is computed for every feature. The significance 

of the trait is proportional to its chi-square value. Two 

algorithms of the study [23] are considered for analyse our 

proposed model using RUS and Borderline-SMOTE and 

Ensemble Feature Selection Method. 

This paper's feature set is filtered using Information Gain 

(IG) [33]. Information gain is the change in information 

entropy between two points in time. Assuming that C=2 for 

the fraudulent review detection job, we may fix the sample set 

as s, with S categories. The probability of class i is represented 

by pi. The conditional entropy is determined on feature X=(x1, 

x2,......, xi) and takes the average value. 

 

𝐻(𝐶|𝑋) = − ∑ 𝑝𝑖 𝐻(𝐶|𝑋 = 𝑥𝑖)

𝐶

𝑖=1

 (18) 

 

Then, the IG is determined as 

 

𝐼𝐺(𝑋) = 𝐻(𝐶) − 𝐻(𝐶|𝑋)

= − ∑ 𝑙𝑜𝑔2𝐶𝑖

𝑛

𝑖=1

+ ∑ 𝑝𝑖𝐻(𝐶|𝑋 = 𝑥𝑖)

𝑛

𝑖=1

 

(19) 

 

This approach is frequently highly successful and quite 

sensitive to the function of features. In the XGBoost setup 

process, the feature is chosen as the splitting node more 
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frequently for features with higher priority values, indicating 

that they are more significant. The intersection of the three sets 

of candidate features yields the final feature. The ensemble 

technique reduced the original feature set's dimensions, 

eliminated redundant information, and improved the 

expressive ability of adequate information, all while selecting 

a new set of features. 

 

 

4. EXPERIMENTS 

 

We have considered different experiments based on the 

datasets, evaluation tools, and proposed methodologies 

mentioned below. 

 

4.1 Dataset  

 

In this part, we conduct experiments using the labelled 

dataset of office and supermarket goods made public on 

Amazon's website. We considered the dataset components and 

descriptions of the data fields. We also considered the Recipe 

Reviews and User Feedback (RRUF) Dataset (UCI machine 

learning dataset) [34] for food review analysis. This data set 

contains feature types (such as Real, Categorical, and Integer), 

18182 instances, and 15 features that help analyse recipe 

reviews. 

 

4.2 Experiment analysis 

 

(a) Building Features: Various sets of tests, including single 

and multidimensional features, were established to confirm the 

efficacy of the features developed for this paper. The 

prediction results were achieved after training the XGBoost 

model with ten-fold cross-validation. Figure 5 displays the 

categorization results for each set of features. The Bigram, 

TFIDF, and Word2vec outperform other approaches for 

extracting text features on both datasets. 

Due to the unbalanced category distribution of samples, 

accuracy may no longer be valid as per the evaluation index. 

If the classification effect is not good, many positive samples 

may not be identified. Thus, we used area under curve (AUC), 

Macro Average Precision and Weighted Average F1-score to 

evaluate the model's capability. 

 

 
(a) Single dimensional feature 

 
(b) Multiple dimensional feature 

 
(c) Single dimensional feature 

 
(d) Multiple dimensional feature 

 

Figure 5. Classification results of each feature set (a) and (b) 

for office products data set, and (c) and (d) for grocery 

products data set 

 

With respect to the office goods dataset, the suggested 

multidimensional feature-building approach achieves an AUC 

of 0.83, a Macro Average Precision of 0.87, and a Weighted 

F1-score of 0.88. These three numbers are found in the grocery 

goods dataset: 0.85, 0.87, and 0.89. The classification 

performance of models is often better when trained using 

multidimensional features. We have considered the detection 
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of fraudulent reviews using different datasets and its 

performance is also analysed in experimental part of the paper. 

(b) Resampling data: The XGBoost model was used 

following feature creation to investigate the reliability of each 

resampling technique. When resampling features, we utilized 

RUS, SMOTE, Borderline-SMOTE, and RUS with 

Borderline-SMOTE. Figure 6 displays the categorization 

results for each resampling technique. The classifier 

performance is worst without resampling, as seen in Figure 6. 

 

 
(a) Office products 

 
(b) Grocery products 

 
(c) Recipe reviews and user feedback 

 

Figure 6. Evaluation metrics performance on resampling 

method on different dataset as (a), (b) and (c) 

The best resampling method is the mix of RUS and 

Borderline-SMOTE described in this paper. With values of 

0.851 for AUC, 0.881 for Macro Average Precision, and 0.891 

for Weighted F1-score in the office dataset, and 0.861, 0.885, 

and 0.901 in the grocery dataset, respectively, demonstrate a 

robust model. 

(c) Feature selection: The efficacy of the group feature 

selection approach was confirmed following feature 

generation and data resampling. The XGBoost model was 

trained using various feature selection strategies to make a 

comparison. In Figure 7, you can see the classification results 

for each feature selection approach. The performance of 

Weighted F1-Score (blue), Micro average precision (cyan), 

AUC (Dark red) are shown in Figure 7(a) and (b). 

 

 
(a) Office products 

 
(b) Grocery products 

 
(c) Recipe reviews and user feedback 

 

Figure 7. Classification results of each feature selection 

method 
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We observed that feature selection may boost the model's 

performance, keeping it from overfitting and making it run 

faster. The significance of feature selection increases with data 

volume, dimension size, and redundancy. 

(d) Building the Classifier: we choose the models utilized 

for classification tasks, like KNN, SVM, logistic regression 

(LR), and RF. Then, we compare and verify the XGBoost 

model through tests. Figure 8 displays the outcomes of each 

model's predictions. The ensemble model outperforms KNN 

and other standalone classification algorithms. On both 

datasets, XGBoost outperforms compare to other models 

regarding various parameters. Adjusting the settings allows 

XGBoost to identify misleading reviews if the samples' 

category distribution isn't perfectly balanced. 

 

 
(a) Office products 

 
(b) Grocery products 

 
(c) Recipe reviews and user feedback 

 

Figure 8. Classification results of each model 

(e) Comparative Performance: The academic community 

has many sophisticated and efficient frameworks and 

approaches to detect fraudulent reviews. This paper compares 

it to five other refined techniques to highlight its benefits. We 

employ certain cross-validation procedures to guarantee the 

precision of the findings.  

 

 
(a) Office products 

 
(b) Grocery products 

 
(c) Recipe reviews and user feedback 

 

Figure 9. Advanced classification model 

 

The experiment compares the strategy suggested in this 

paper to five sophisticated algorithms that can detect 

fraudulent reviews using office and supermarket datasets. We 

included three experimental groups to replicate further the 

impact of the first three approaches on the initial dataset. We 

resampled the data using the RUS technique, which performed 
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best in our earlier trials. Following a balanced distribution of 

categories in the data, these three strategies were used to create 

the models.  

Figure 9 shows that the reviewer behavior feature technique 

outperforms CAA and IFD on the office goods dataset. 

However, it can still be helpful even when no labelled data is 

labelled because it is an unsupervised approach. The suggested 

technique outperforms all others with an AUC of 0.852 and a 

Weighted F1-score of 0.891.  

Like the office dataset, the grocery goods dataset uses the 

same display style. The suggested technique has the most 

excellent AUC, Macro Average Precision, and Weighted F1-

score of any method tested. These metrics stand at 0.851, 0.88, 

and 0.89, respectively. This approach, in contrast, is versatile 

and advantageous since it considers a wide range of scenarios. 
 

 

5. CONCLUSIONS 
 

We have considered false reviews that proliferated online in 

the last several years. Public opinion views on social media 

platforms have taken a significant hit due to the increasing 

number of users who employ the services to publish false 

evaluations. Deceptive evaluations are becoming increasingly 

common in online buying, with some business people using 

them to smear others or boost their own image. This is harmful 

to customers' rights and interests. Maintaining the healthy 

growth of online commerce greatly depends on detecting fake 

reviews. Using multidimensional feature generation and 

ensemble feature selection, our work presents a new approach 

to recognizing misleading reviews. This method is more 

complicated than others due to the construction of 

multidimensional features and data resampling; however, it is 

better at dealing with low-quality text, has better accuracy, and 

is appropriate for situations where the sample categories are 

imbalanced. In experiments, avoiding fake evaluations from 

real ones is getting more complex. Instead, it emphasizes the 

development of multidimensional features to boost accuracy. 

Future studies will focus on improving the combination of text 

features with other features, using an advanced CNN model 

for evaluating various text datasets. Further, future research 

will focus on improving the combination of text features with 

additional features, using depth features to fraudulent review 

detection, and developing large-scale pre-trained models. 
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