
Developing Chicken Health Classification Model Using a Convolutional Neural Network and 

Support Vector Machine (CNN-SVM) Approach 

Eko Supriyanto1,2* , R. Rizal Isnanto1 , Sutrisno Hadi Purnomo3

1 Doctoral Program of Information System, School of Postgraduate Studies, Diponegoro University,  

Semarang 50275, Indonesia 
2 Department of Electrical Engineering, Politeknik Negeri Semarang, Semarang 50275, Indonesia 
3 Department of Animal Science, Faculty of Animal Science, Universitas Sebelas Maret, Surakarta 57126, Indonesia 

Corresponding Author Email: ekosupriyanto@students.undip.ac.id

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.18280/isi.290637 ABSTRACT 

Received: 24 July 2024 

Revised: 9 August 2024 

Accepted: 3 September 2024 

Available online: 25 December 2024 

There is a critical need for the early detection of disease in order to mitigate its effects on 

chicken populations and prevent its transmission to other chickens. Nevertheless, farmers 

frequently need more efficiency and accuracy in their manual chicken health monitoring. 

Especially on large-scale farms, visual observation of disease symptoms is frequently either 

inaccurate or too late. Therefore, this research aims to develop a system for non-invasive 

monitoring of chicken health conditions using CNN-SVM image classification techniques 

based on RGB and infrared images in the chicken coop. The DenseNet121 architecture 

yielded the most promising feature extraction results, with an accuracy level of 83-98%, as 

indicated by the results of the tests. Furthermore, the model can accurately identify and 

classify chicken health images with a 93.6% accuracy rate during the evaluation process. 
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1. INTRODUCTION

The chicken farming industry plays a crucial role in 

fulfilling the global demand for animal protein. The 

Indonesian National Food Agency estimates that each person 

in Indonesia will consume approximately 7.46 kilograms of 

chicken meat annually in 2023. 

The chicken farming industry necessitates meticulous 

attention to ensure the chicken's well-being and soundness, 

particularly in light of the growing demand for premium 

chicken meat. Chicken farmers frequently encounter various 

health issues, including infectious diseases like bird influenza, 

chicken cholera, Newcastle disease, and the others [1]. 

Monitoring the health of chickens has significant economic 

and social implications at both the individual and global levels. 

According to data gathered by the Medion Technical 

Education & Consultation Team in 2023, the incidence of 

chicken illnesses fluctuated throughout the year, following a 

pattern similar to the previous year's forecast. Respiratory 

conditions such as Chronic Respiratory Disease (CRD), 

Colibacillosis, and complex CRD primarily contribute to the 

prevalence of bacterial diseases. The emergence of CRD cases 

in Indonesia can be attributed to inadequate livestock health 

control, a wide range of livestock ages within the population, 

high population density, and challenges in livestock 

management. 

It is crucial to identify diseases early to mitigate their effects 

on chicken populations and prevent their transmission to other 

chickens [2]. Nevertheless, farmers' manual monitoring of 

chicken health needs to be more accurate and efficient. In 

large-scale farms, visual observation of disease symptoms is 

frequently either inaccurate or too late. It underscores the 

significance of developing automated systems that can identify 

and categorize health conditions in chickens [3]. Manual 

methods of disease diagnosis in chickens are undoubtedly 

time-consuming and exhausting, and they frequently need to 

identify infections accurately. These models may concentrate 

on direct observances of the chicken, including body 

temperature, pulse, feather or skin colour, eating and drinking 

behavior, and other physical symptoms that may suggest 

health issues. 

The CNN approach to chicken health classification is 

auspicious because it can automatically extract significant 

features from images and employ a hierarchy of layers to 

identify intricate patterns [4, 5]. A high level of accuracy can 

be achieved in recognizing disease signs by CNN models 

when they are trained with an adequate dataset that 

encompasses a variety of chicken health conditions. Interest in 

various medical fields, particularly imaging, is rising due to 

the continued advancement of computer vision technology in 

object detection. The utilization of these fields can facilitate 

the diagnosis of a variety of diseases [6]. A combination of 

hardware and software components that perform a variety of 

image processing, analysis, and decision-making tasks is used 

in poultry monitoring systems to employ computer vision [7]. 

Computer vision systems can analyze a bird's behavior, 

posture, and movement patterns to detect indications of stress 

or illness [8-10]. Early detection of health issues enables 

immediate intervention, enhancing the flock's overall health.  

Numerous researchers have implemented diverse 
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methodologies to research chicken health monitoring. Aydin 

[11] introduced a novel approach to the automatic monitoring 

of the health of broiler chickens through the use of 3D cameras. 

By knowing the level of inactivity, farmers can detect health 

problems in their chickens earlier. Wang et al. [12] offer an 

automated way to analyze the health of broiler chickens 

through their feces. Images of chicken feces are classified into 

normal and abnormal categories using a deep Convolutional 

Neural Network (CNN). Meanwhile, Suthagar et al. [13] 

classify chicken diseases based on chicken feces (faecal) 

images using deep learning techniques. The findings of the 

proposed model are up to 97% accurate. In addition, Dwicahyo 

et al. [14] show that the CNN method could detect and 

recognize early disease detection in chicks correctly in 15 out 

of 50 test images, resulting in an accuracy value of 81.82%. 

Degu and Simegn [15] employed two core algorithms, 

YOLO-V3 and ResNet50, to detect and classify poultry health 

conditions into four categories: Healthy, Coccidiosis, 

Salmonella, and New Castle Disease. Their research findings 

indicate that the YOLO-V3 object detection model, 

implemented in Darknet, achieved an average precision of 

87.48% for detecting regions of interest (ROI). Conversely, 

the ResNet50 image model demonstrated a classification 

accuracy of 98.7%. 

The most prevalent diseases affecting chickens can be easily 

identified by analyzing images of chicken droppings. A deep 

learning model based on CNN was proposed by Mbelwa et al. 

[16], which achieved an accuracy rate of 94% in identifying 

hidden patterns in various chicken feces (faecal) images. 

An early warning algorithm was created by Zhuang et al. 

[17] to identify sick broiler chickens. In their research, they 

compared a variety of machine learning algorithms. The 

Support Vector Machine (SVM) model achieved an accuracy 

level of 99.469%, as indicated by the results. 

It is crucial to detect chicken diseases with precision and 

accuracy to mitigate economic losses and prevent disease 

transmission. In their research, Aulia et al. [18] proposed a 

method for classifying chicken diseases that employ 

convolutional neural networks (CNN). The dataset utilized in 

this investigation comprises images of chickens affected by 

three distinct diseases: Newcastle disease, bird flu, and 

infectious bursal disease. The results demonstrate the efficacy 

of CNN in the classification of chicken diseases, as evidenced 

by an overall F1 score of 99.04%. 

The primary objective of the research we are proposing is 

to create a system for the non-invasive monitoring of chicken 

health conditions in the chicken coop. This system will be 

based on CNN-SVM image classification techniques, which 

will be applied to RGB and infrared images.  

Our proposed research stands out from previous studies 

because of its distinctive contribution, because of: 

(1) The Use of RGB and Infrared Imagery Image 

Technology: The proposed study used a combination of RGB 

and infrared imagery for chicken health monitoring. This is a 

novelty because many previous studies, such as those 

conducted by Aydin [11] or Wang et al. [12], focused more on 

images from one spectrum, either RGB or chicken feces 

images. The integration of RGB and infrared images can 

provide more complete and accurate information about 

chicken health by capturing variations in light conditions and 

body temperature that may not be visible in RGB images alone. 

(2) Non-Invasive Monitoring System Utilizing a Non-

Invasive Method: This study highlights the importance of non-

invasive monitoring, which refers to the use of methods that 

do not involve direct interaction or sampling from the chickens. 

Wang et al. [12] and Suthagar et al. [13] frequently used 

chicken droppings or other techniques that could involve 

direct sampling or monitoring in their prior research. The non-

invasive method enables regular health monitoring and 

reduces stress for the chickens. 

(3) A Combination of CNN and SVM Classification 

Techniques Using Hybrid Model: This study proposes the use 

of a combination of CNN and SVM for chicken health 

classification. Despite the widespread use of CNN in previous 

studies [14, 18], the application of CNN for feature extraction 

and SVM as the final classifier in chicken health monitoring 

has not been widespread. This approach can leverage the 

strengths of CNN in extracting complex features and SVM in 

accurate classification. 

(4) Accuracy Improvement: This study aims to improve the 

accuracy of chicken health classification. Although several 

previous studies, such as those conducted by Suthagar et al. 

[13] and Aulia et al. [18], have achieved high accuracy, this 

study aims to develop a more accurate system by using data 

from both image spectra (RGB and infrared). This can 

improve the accuracy of detection and classification by 

integrating information from both types of images. 

 

 

2. MATERIAL AND METHODS 

 

2.1 Chicken Health Monitoring System (CHMS) 

 

The CHMS is implemented in this investigation as an 

automated system for monitoring chicken health. It employs a 

variety of technologies, including artificial intelligence (AI), 

cameras, and sensors, to gather information regarding chicken 

health. Subsequently, this data can be examined to identify 

indicators of illness or other health issues. For this reason, it is 

observed in numerous previous studies that a variety of 

technologies are developed to monitor the health of chickens, 

predominantly including: 

(1) A sensor-based system that monitors environmental 

parameters using sensors. However, it may not recognize all 

signs of disease, though it is typically relatively inexpensive 

and straightforward to install [19]. 

(2) A camera-based system that utilizes cameras to observe 

the behavior of chickens. It has the potential to identify a more 

significant number of disease indicators than sensor-based 

systems; however, it may be more costly and more challenging 

to install [20]. 

(3) An AI-based system that employs AI to analyze data 

obtained from sensors and cameras. It can detect disease signs 

with remarkable precision but may be the most costly and 

challenging to install [21, 22]. 

Figure 1 presents the general architecture of a CHMS. 

As seen in Figure 1, the CHMS architecture consists of four 

main components: 

(1) Sensor Module 

Sensors: Measuring temperature, humidity, chicken activity, 

and health parameters. 

Actuators: Controlling the environment such as heating or 

watering. 

(2) Communication Module 

Wi-Fi, Zigbee, and LoRa are used for data transfer and to 

connect sensors to a central server; handling initial data. 

(3) Data Processing Module 

Receiving and processing data from the gateway; analyze 
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data to detect health problems. 

(4) User Interface Module 

Dashboard: Interface for monitoring data in real-time. 

 

 
 

Figure 1. General architecture of a CHMS 

 

The CHMS is a comprehensive solution that utilizes sensors 

and Internet of Things (IoT) technology to oversee the well-

being of chickens and their surroundings. This system employs 

a comprehensive architecture comprising of sensors, gateways, 

servers, and user interfaces, enabling farmers to actively 

monitor chicken health and enhance production efficiency. 

Figure 2 presents an example of a model for implementing a 

CHMS. 

 

 
 

Figure 2. One example of a CHMS model [23] 

 

Several prior researchers have successfully developed a 

CHMS utilizing Internet of Things (IoT) technology. In their 

study, Sasirekha et al. [24] employed IoT technology to 

automate various management tasks in chicken farms. 

Budiarto et al. [25] developed an intelligent chicken farming 

system that allows farmers to easily monitor and assess the 

status of food supplies by logging onto a website. If the food 

supplies are running low, farmers will receive a direct SMS 

reminder. 

This research focuses primarily on the use of IoT 

technology for management and automation. Hence, our study 

provides a more precise and comprehensive method for 

monitoring the health of chickens. By employing CNN and 

SVM for image analysis, we can enhance the precision and 

comprehensiveness of chicken health detection and 

classification. This approach overcomes the limitations of 

conventional monitoring systems, which primarily focus on 

managerial aspects. 

2.2 CNN-SVM approach 

 

Convolutional Neural Network (CNN) is a subset of 

Artificial Neural Network (ANN) that is most frequently 

employed in the analysis of visual images in the context of 

deep learning [26]. CNN is a deep learning architecture 

consisting of three layers: the input, hidden, and output layers. 

The CNN architecture includes numerous hidden layers. CNN 

comprises numerous blocks, including convolution, pooling, 

and fully connected layers [27]. In the interim, the Support 

Vector Machine is a supervised learning model that employs 

algorithms to analyze data for classification and regression 

analysis [28]. A hybrid model is also called the concept of 

combining the CNN-SVM method. This hybrid model, which 

combines CNN and SVM, offers enhanced classification 

capabilities and more efficient methodologies. The hybrid 

CNN SVM has the potential to achieve an overall accuracy of 

98.4959% [29]. Figure 3 illustrates the Hybrid CNN-SVM 

model's structure. 

 

 
 

Figure 3. The structure of hybrid CNN-SVM [29] 

 

2.3 Model evaluation 

 

Several calculation stages are conducted to evaluate the 

accuracy and quality of the model that has been developed, 

ensuring that it produces the highest possible results and has 

the lowest possible error values, following the design, training, 

and testing of the model with test data. The evaluation process 

also seeks to determine the model's functionality. The 

confusion matrix method is employed to evaluate the accuracy, 

precision, recall, and f1-score [30, 31]. The following equation 

represents the performance evaluation parameters: 

 

Accuracy=
TP+TN

TP+TN+FP+FN
 (1) 

 

Recall=
TP

TP+FN
 (2) 

 

Precision=
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (3) 

 

F1-Score=
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 

 

2.4 K-Fold validation 

 

K-Fold validation is a validation technique that is frequently 

employed in the field of Machine Learning to assess the 

performance of models more accurately and to mitigate 

potential biases in the evaluation process. Essentially, this 

method divides the data into multiple folds and trains the 

model repeatedly using a variety of combinations of test and 
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training data as input [32, 33]. 

 

2.5 Proposed methodology architecture 

 

This study employs a hybrid approach of CNN-SVM to 

accurately categorize the health status of chickens into three 

classes: healthy, sick, and dead. CNN and SVM have distinct 

yet mutually beneficial functions. The CNN process of 

extracting information or features from CNNs is referred to as 

extraction. Features are responsible for extracting 

characteristics or attributes from images. Convolution, pooling, 

and activation layers in CNN transform input images into more 

abstract and informative feature representations. After CNN 

extracts features from the image, it employs SVM as the 

ultimate classifier to determine the object class based on these 

features. 

The research process consists of several stages: data 

collection, pre-processing, segmentation, feature extraction 

using CNN, classification using SVM, testing of both the test 

and training data, and finally, evaluating and validating the 

performance. The study utilized a total of 12,000 images, 

consisting of 2,000 RGB images of healthy chickens, 2,000 

RGB images of sick chickens, 2,000 RGB images of dead 

chickens, 2,000 infrared images of healthy chickens, 2,000 

infrared images of sick chickens, and 2,000 infrared images of 

dead chickens. The chicken images undergo initial processing 

through resizing and normalization before entering the YOLO 

model. This study utilizes the YOLOv8 version. Therefore, 

Figure 4 presents the suggested approach. 

 

 
 

Figure 4. Proposed methodology architecture 

 

 

3. RESULTS AND DISCUSSION 

 

3.1 Experimental results 

 

3.1.1 Data collection 

An IP camera that is bi-spectrum and infrared is used to 

capture images. This camera is powered by a 12-volt DC 

(direct current) power supply. It is equipped with an RJ45 

connector connected to a computer via a LAN (local area 

network) data cable. Additionally, the camera is equipped with 

a voice interface. This camera is employed to record or acquire 

RGB and infrared image data. It is positioned on a support or 

tripod at a height of 100 cm and a tilt angle of 30°. The images 

captured by the camera are the data that is utilized. Each image 

contains chicken objects, including both individual chickens 

and groups of chickens. This camera generates two output 

images for each capture: one infrared and one RGB image. 

Training and test data are the two components of the dataset, 

consisting of two images. Computers are employed to receive, 

store, and convert chicken image data into information 

mathematically or logically by a sequence of predetermined 

instructions. Figure 5 illustrates the image capture technique 

schematically. 

Furthermore, Table 1 presents examples of image capture 

results. 

 

 
 

Figure 5. Image capture technique 

 

Table 1. Example of image capture results (RGB & Infrared) 

 
RGB Image Infrared Image 

 
RGB image of a dead chicken 

 
Infrared Image of dead 

chicken 

 
RGB image of a healthy 

chicken 

 
Infrared image of a healthy 

chicken 

 
RGB image of sick chicken 

 
Infrared image of sick chicken 

 

3.1.2 Preprocessing  

The data augmentation process is employed in the data 

preprocessing stage to increase the variation in the training 

dataset, thereby reducing overfitting. It is achieved through 

rotation, cropping, and image brightening [34]. In addition, the 

image is transformed from 640x480 pixels to 70×70 pixels 

before the feature extraction process using CNN. The image 

transformation process in this research was executed using 

YOLO, which necessitated the completion of several critical 
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steps, including the image's reading, the image size adjustment 

to meet the model's requirements, and the image annotation. 

The StandardScaler library in Python is employed to execute 

this procedure. Figure 6 illustrates an example of 

preprocessing results. 

 

3.1.3 Feature extraction 

The feature extraction process in the CHMS uses 

Convolutional Neural Network (CNN) models such as 

Xception, ResNet, DenseNet121, MobileNetV2, and 

InceptionV3. Table 2 presents the feature extraction results 

from the various CNN models. 

 

 
 

(a) Preprocessing result RGB image (b) Infrared image preprocessing results 

 

Figure 6. Image preprocessing results (a) RGB image preprocessing results (b) infrared image preprocessing results 

 

Table 2. Results of extraction of chicken health image characteristics (Xception, ResNet, DenseNet, MobileNetV2, dan 

InceptionV3) 

 
Chicken Image Sample 

Dataset 

Model 

Xception ResNet50 DenseNet121 MobileNetV2 InceptionV3 Keterangan 

 

0.80 0.85 0.93 0.90 0.87 Healthy 

 

0.71 0.83 0.94 0.75 0.66 Sick 

 

0.83 0.80 0.98 0.86 0.74 Dead 

 

The results of extracting chicken health image features 

using Convolutional Neural Network (CNN) models, 

including Xception, ResNet, DenseNet121, MobileNetV2, 

and InceptionV3, are presented in Table 2. Compared to other 

methods, DenseNet121 exhibits exceptional performance, 

with a 93-98% success rate. It is certainly consistent with the 

findings of Shazia et al. [35], who demonstrated that 

DenseNet121 can achieve an accuracy level of 99.48% 

compared to other CNN methods. Additionally, Kherraki and 

El Ouazzani [36] demonstrated that DenseNet121 could 

generate highly accurate classification results with a precision 

of 95.14%., Babu and Atluri [37] In their research, they 

obtained an accuracy result of 96.99% by combining features 

derived from different CNN architectures, then introduced. 

Support Vector Machine (SVM) classifier training. Syafaah et 

al. [38] obtained accuracy results of 71.25% for dead chickens, 

98.25% for sick chickens and healthy chickens. 

 

3.1.4 Model classification and testing 

The classification process is the subsequent step after 

completing the feature extraction process. This process entails 

the utilization of previously extracted features to differentiate 
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and classify objects or data into predefined classes. It is 

imperative to partition the test and training data before 

conducting classification. In this study, the model's ability to 

perform classification based on predetermined classes (healthy, 

sick, dead) is evaluated using 960 sets of test data and 240 sets 

of training data, which are composed of 80:20. Figure 7 

illustrates the results of the chicken health image classification 

(healthy, sick, dead). 

 

 
 

Figure 7. Chicken health image classification results 

(healthy, sick, dead) 

 

3.1.5 Model evaluation 

Two distinct scenarios were implemented during the 

evaluation process. The first scenario employs a collection of 

image data that is categorized by class (healthy, sick, dead), 

while the second scenario employs a data set that is randomly 

selected. It aims to determine how the proposed model can 

correctly classify and detect various conditions in the data. The 

first scenario demonstrates the model's capacity to identify and 

distinguish between predetermined classes or categories 

(healthy, sick, dead). In contrast, the second scenario evaluates 

the model's capacity to adapt to a broader range of data without 

a grouping process. Furthermore, Table 3 presents the model 

evaluation results (grouped data collection) using a grouped 

data set. 

 

Table 3. Model evaluation results (grouped data collection) 

 

Fold 
Accuracy 

Healthy Sick Dead 

1 0.923 0.907 0.935 

2 0.961 0,895 0,898 

3 0.915 0.908 0.948 

4 0.941 0.911 0.914 

5 0.917 0.904 0.909 

6 0.905 0.899 0.903 

7 0.943 0.914 0.947 

8 0.901 0.922 0.929 

9 0.975 0.952 0.971 

10 0.988 0.973 0.981 

Avg. 0.936 0.918 0.933 

 

The model's performance is satisfactory, as evidenced by 

the model evaluation results with a grouped data set. The 

highest accuracy value was achieved at fold 10 (0.988) in the 

image of a healthy chicken, with an average accuracy result of 

0.936. It demonstrates that the model performs optimistically 

when identifying chicken images in the healthy category. 

Additionally, the accuracy value can be influenced and 

enhanced by the use of a large number of folds in the 

simulation process [39].  

The subsequent scenario involves conducting evaluation 

measurements with a varied (random) data set following the 

completion of an evaluation using a grouped image data set. 

Table 4 presents the results of the model evaluation with a 

random data set. 

The model's propensity to misclassify samples from each 

category is demonstrated by the model evaluation results, 

which were conducted using 20 samples of chicken image data 

sets belonging to a variety of categories. These results are 

presented in Table 4. The chicken image sample from the sick 

category exhibited the most significant prediction error, with 

an accuracy of 33%. It suggests that the model's performance 

can be enhanced by concentrating on classes that are 

challenging to predict. Figure 8 illustrates the prediction 

results of the model evaluation using a random data set in the 

confusion matrix. 

 

Table 4. Model evaluation with a random data set 

 

Category 
Number of 

Samples 

Correct 

Prediction 
Accuracy 

Healthy 7 6 85% 

Sick 6 2 33% 

Dead 7 4 57% 

Total 20 12 60% 

 

 
 

Figure 8. Confusion matrix 

 

 

4. CONCLUSIONS 

 

This article analyses the chicken health classification model 

using a CNN-SVM approach. Convolutional Neural Network 

(CNN) using the DenseNet121 architecture for chicken health 

classification can provide the best results in the feature 

extraction process with accuracy results ranging from 93-98% 

for chicken health images in various categories before the 

classification stage is carried out. 

The superiority of SVM depends on the quality and feature 

representation provided by DenseNet121. If DenseNet121 is 

successful in extracting relevant and meaningful features from 

chicken health images, then SVM has the potential to produce 

classification results with a high level of accuracy.  

Developing chicken health classification model using a 

CNN-SVM approach offers substantial practical advantages 

for the chicken farming sector. These advantages encompass 

enhanced operational efficiency, decreased expenses, 

enhanced chicken health and productivity, and the utilization 

of state-of-the-art technologies that provide a competitive edge. 

The livestock industry can improve its ability to effectively 

manage chicken health, optimize production output, and 
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ensure compliance with industry standards by utilizing these 

technologies. 
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NOMENCLATURE 

 

CNN-SVM Convolutional Neural Network and 

Support Vector Machine 

RGB Red Green Blue 

LAN Local Area Network 

TN True Negative 

TP True Positive 

CHMS Chicken Health Monitoring System 
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