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Solar energy is one of the best-known sources of electricity generation because it is clean; 

therefore, demand is increasing around the world to fulfill the need for solar photovoltaic 

panels to produce energy for human use and technological development. However, like any 

other technological device or machinery, solar panels may break down due to component 

failure, which is caused by damaged cells in the panel, according to previous research. As 

a result, identifying such cells is critical for regular panel functioning and ensuring that the 

panel does not consume more energy than it should. This involves artificial intelligence 

(AI), which helps in the early stages of identifying impaired cells through 

electroluminescence photographs of solar panels. This research adopts the transfer learning 

approach to identify damaged cells with a relatively high degree of accuracy using the 

InceptionV3 model. We use a dataset of 2624 pictures posted on Kaggle to achieve a clear 

assembly of the model and fine-tune it accurately. This classification model operates with 

a striking accuracy of 95.53%, as reflected in InceptionV3. Finally, the findings argue 

qualitatively the inexhaustible potential to apply transfer learning in identifying and 

categorizing disparate faulty solar cells that would enhance the performance of solar panels. 

The effectiveness of adopting AI innovation in discovering damaged cells helps in prompt 

compensation and ensures minimal interference, allowing an increase in the productivity of 

the solar panels and an enhancement of durability. 
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1. INTRODUCTION

The shift from using non-renewable sources of energy to 

renewable sources of energy is key to the sustainable 

development of the environment [1, 2]. Renewable energy, 

energy from natural sources like solar, wind, and hydro energy, 

has proved to be one of the biggest benefits of green energy as 

against conventional energy, which usually entails the release 

of hazardous substances into the environment and exhaustion 

of resources [3, 4]. Green energy sources help to minimize 

carbon footprints and global warming. The increased demand 

and use of renewable energy sources is therefore occasioned 

by the need to solve environmental concerns and make 

available energy for future generations [5, 6]. Investing in 

green energy technologies has been widely encouraged for 

quite some time now, and this is supported by the fact that as 

the technology is developed, the costs continue to reduce. For 

example, sources such as solar energy have come down in 

price and are more achievable due to enhancements in 

photovoltaic technologies and materials [7-9]. 

High-volume solar panel manufacturing and maintenance 

inspections involve specific assembly processes that require 

optimal examination techniques [10, 11]. Installing solar 

panels can, at times, be problematic because of failed parts, as 

with any other technology or mechanical system as well as 

Damage to some cells is a common factor that disrupts panel 

functioning [12]. To address this issue, the next steps typically 

require a more comprehensive cell examination, which 

includes a visual inspection to identify any damaged cells. 

This process can be time-consuming due to the identification 

of faulty cells and the potential for human error [13, 14]. As a 

result of the damage found in solar cells, technology has been 

utilized and developed to create AI, a tool that has the capacity 

to solve different problems in different fields [15-17]. For the 

application of AI, a subdomain of machine learning (ML) 

called deep learning (DL) has shown remarkable results for 

image classification [18-20]. This makes DL an ideal strategy 

to handle the detection and inspection of defected solar panels, 

as described in some studies [21, 22]. Researchers have 

employed image assessments such as electroluminescence 

(EL), infrared (IR), and RGB images for the classification of 

damaged PV cells [23-25]. All these techniques demonstrate 

that EL inspects PV more efficiently than conventional 

charge-coupled device (CCD) imaging methodologies [26-28]. 

Furthermore, authors have confirmed that the use of DL-

based algorithms is an intelligent tool for performing many 

computer vision tasks, including image classification, object 

detection, recognition, and identifying similarities between 

two images [29-31]. 

Several researchers have proposed research propositions for 
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classifying damaged PV cells using a variety of DL paradigms 

and approaches. For instance, in a work by Chen et al. [32], 

the authors proposed multispectral CNN networks to classify 

damaged solar cells based on RGB model images with an 

accuracy of 94.9%. It offers defect information on an as 

needed basis but can be expensive and may not be easy to 

administer. 

Similarly, Rahman et al. [33] proposed the use of the U-Net 

model to identify damaged cells from sequences of EL images, 

a model that captures details not readily visible in images. The 

issues are the large data sets and resources required, as well as 

the fact that these models is computationally intensive. 

Improvements could be made to the scale of the datasets and 

the tuning of the models. 

In addition, Pierdicca et al. [34] employed transfer learning 

for the identification of broken and damaged cells using 

images obtained from the remote sensing system. Still, it 

demands lots of data and may be uninterpretable. To make the 

model more comprehensible, future work could focus on data 

augmentation and explanation. 

Cipriani et al. [35] used the VGG16 model and five CNN 

networks to tell the difference between hotspots and dust 

objects on PV cells with an accuracy of 98%, even though their 

model had more layers. The model may not be able to 

effectively handle other types of defects. Improvements in 

feature detection and expansion of defect coverage would be 

the direction of future work. 

Akram et al. [36] have proposed a study of distinguishing 

damaged cells in EL images through a lightweight CNN with 

an accuracy of 93.02%. The disadvantages of this method 

include difficulties with data and computation. Here, 

improvements could be made on points that are related to the 

use of data and its utilization that do not necessarily require 

computational processing. 

Moreover, Li et al. [37] used DL techniques to perform deep 

feature extraction for faulty PV cell detection, which may have 

potential problems associated with a variety of defects. These 

may include increasing the flexibility in functional learning, 

which has to do with different types of defects. 

On the other hand, Aziz et al. [38] proposed a modification 

to a pre-trained Alexnet model for faulty detection in PV. 

Applying it to all types of faults might not yield the same 

effectiveness. Future work could review and broaden the 

categories of faults considered. 

Li et al. [39] applied deep convolutional neural networks to 

learn fault pattern features to increase diagnosis accuracy. 

High- and low-tone image quality problems could arise. Some 

enhancements could be directed toward managing different 

conditions. 

Girshick et al. [40] introduced a paper using Region-CNN 

combined with SVM for detection operations. It's highly 

accurate but complex and resource-intensive. 

Despite the advancements in image processing and ML 

algorithms for defect detection, many approaches fail due to 

the wide variations in defect appearance and environmental 

changes. Traditional techniques are sometimes insufficient to 

distinguish similar anomalies, and they may not be applicable 

to new forms of damage and degradation. 

This is the reason that our experiment is designed to redress 

those limitations with the help of some advanced transfer 

learning methods and deep convolutional neural networks 

(CNN). We are utilizing current model, such as InceptionV3, 

to identify potential optimization techniques that can improve 

the accuracy of detection percentages and reduce the 

likelihood of false positives in defect diagnosis. Thus, this 

approach goes not only beyond the framework of the 

development of the method of PV module inspection but also 

beyond the key objectives of improving the efficiency and 

reliability of energy-green technologies. 

The rationale for this study is the quest for better solutions 

in inspection practices than those that are currently available. 

By developing and validating a robust model for solar cell 

damage detection, we hope to support the sustainable growth 

of solar energy systems and promote the wider adoption of 

renewable energy solutions. 

The following provides a concise summary of the research 

objectives and its contributions: 

(1) Improve the efficiency and accuracy of detecting 

damaged solar cells in PV panels, with the primary aim of 

achieving early detection to prevent potential failures and 

enhance the overall performance of solar panels. 

(2) Introduce the concept of transfer learning with the pre-

trained InceptionV3 model for classifying damaged versus 

normal solar cells. This method uses a publicly available 

dataset of EL images of solar cells and adds to the dataset using 

data augmentation techniques to make it bigger and more 

diverse, which improves the generalization of the model. 

(3) Show the importance of the presented approach using 

the illustrative high level of achieved accuracy, which makes 

it 95.53%. In this paper, we also do comparisons with other 

earlier-implemented methodologies in order to put into 

perspective the main features of the method that is developed 

here as being better and improved. Furthermore, we avoid 

using a GPU as a parameter in the research and instead use 

Google Colab to make GPUs available to a wider audience. 

The article's classification is as follows: Introduction: This 

section includes background information, a literature review, 

the purpose of the study, and its significance. Methodology: 

This section provides more details about the strategy used in 

this work, including the methods for transfer learning, dataset, 

and the planning of the specific experiments. Results and 

discussions: We analyze the experimental results, compare the 

proposed method to existing methods, and then discuss the 

results. Conclusion: Conclusions and future research 

directions: The study concludes with a concise summary of the 

results, highlights the study's contributions to the current 

knowledge base, highlights the study's practical importance in 

the relevant field, and offers suggestions for future research. 

 

 

2. METHODOLOGY 

 

2.1 Dataset 

 

We classified defective solar cells using 

electroluminescence images from the publicly available 

Kaggle dataset, "Defective Solar Cells (Electroluminescence 

Images)" by Philanoe [41]. The dataset includes a total of 2624 

images, each with 300x300 pixels in 8-bit grayscale. Figure 1 

displays sample images obtained from this database. 

Furthermore, we separated the dataset into two independent 

classes-normal and defective-so that we could use it for 

training and testing purposes. To be more specific, we used 

1177 images from each class for the training segment and 135 

images from each class for the testing segment. We further 

divided the training dataset into training and validation subsets 

to assess the model's effectiveness and enhance its 

generalization capabilities. Utilizing this configuration, we 
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conducted an evaluation of the InceptionV3 model, with a 

particular emphasis on the model's performance on the testing 

dataset. 

 

 
 

(a) Damaged solar cell 

 

 
 

(b) Normal solar cell 

 

Figure 1. Samples of the images from the dataset [41] 

 

2.2 Proposed methodology 

 

The model used for the transfer learning technique to detect 

and classify defected solar cells is shown in Figure 2. The 

model's objective is to classify a given input image into a 

normal or damaged class. The utilised model has two 

important steps: data preprocessing, i.e., normalising the 

pixels, and data augmentation. The second stage is 

classification using the InceptionV3 model. 

The data preprocessing stage was then further divided into 

two steps, which are as follows: Normalization and data 

augmentation. During normalization, we scaled down the 

image pixels between 0 and 1. The dataset images were 

multiplied by 1/255 in order to rescale the images. Regarding 

color normalization, no color balance was necessary as the 

images were in grayscale. We implemented data augmentation 

to enhance the robustness of the training dataset. 

Augmentation strategies comprised (1) rotating pictures by 30 

degrees and (2) implementing both vertical and horizontal 

flipping. The adjustments augmented the dataset by including 

variables for the model to learn from, thereby enhancing its 

generalization skills. Figure 3 illustrates examples of the 

enhanced pictures produced by these processes. 

 
 

Figure 2. Transfer Learning technique for the classification 

of solar cells 

 

 
 

Figure 3. Data augmentation applied to the images 
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2.3 Transfer learning using InceptionV3 

 

Research has proven that convolutional neural network 

(CNN) models are superior algorithms for classification and 

image-processing tasks [42]. However, training these CNN 

models from scratch is complex due to the limited number of 

available image data points. The transfer learning (TL) 

concept is very helpful in such cases. In transfer learning, the 

knowledge obtained by a DL model trained on a relatively 

larger dataset is used to do a required task with a 

comparatively smaller dataset. This study employed pre-

trained models named InceptionV3 to distinguish between 

damaged and normal cells. InceptionV3 is a convolutional 

neural network that is characteristic of its depth and that was 

developed to discover multiple scales of info inside input 

images [43]. This is done through inception modules, in which 

the filter sizes of 1×1, 3×3, 5×5 is used in parallel which to 

coarsely and finely detail the images [44]. 

InceptionV3 includes several enhancements over earlier 

models [45]: 

- Factorized Convolutions: Similarly, to previous models, 

InceptionV3 does not employ large convolutions but 

decomposes them into smaller ones thus making the model 

less complex but not less accurate. 

- Auxiliary Classifiers: To enhance the learning of the 

model and to minimize on overfitting, InceptionV3 has 

auxiliary classifiers that act as extra outputs. 

- Efficient Architecture: The architecture is kept relatively 

simple, though it is effective in what it does: it minimizes the 

number of parameters which is important in large scale image 

classification problems. 

Furthermore, we selected InceptionV3 for this study due to 

its [46, 47]: 

- Proven Accuracy: Based on the accuracy analysis of 

InceptionV3 for large scale image classification, it is 

considered as a good choice to classify images in complicated 

manner such as damaged solar cells. 

- Transfer Learning Capabilities: The weights which are 

demonstrated in ImageNet are very helpful for transfer 

learning and allow to fine tune the model to achievable goal 

very quickly. 

- Balance of Performance and Efficiency: The InceptionV3 

model is an optimized model that will provide us with just the 

same level of powerful and accurate detection while at the 

same time taking care of the resource use appropriately. 

 

Table 1 displays the architectural descriptions of the 

InceptionV3 model. This pretrained model, i.e., InceptionV3, 

is already trained on a large-scale ImageNet dataset. We have 

added a dense layer to our model to fine-tune the training 

parameters, utilizing the transfer learning technique. 

Additionally, we employ a batch normalization layer to 

eliminate the unassigned neuron weights from the pre-trained 

models. Finally, the last dense layers in InceptionV3 have been 

removed, and a new fully connected (FC) layer is inserted with 

a perceptron value of 2, which represents each class. The 

hyperparameters play an important role in tuning these pre-

trained models. 

 

Table 1. InceptionV3 model parameter overview 

 

Model Layers Parameters 
Input Layer 

Size 

Output 

Layer Size 

InceptionV3 48 23.9 million 224, 224, 3 2,1 

2.4 Fine tuning and hyperparameters 

 

Fine tuning is a crucial step in transfer learning, where the 

model undergoes training. In this study, we have kept the 

hyperparameters as follows: images were resized into 

224×224, Adam optimizers have been utilized with a 

momentum of 0.95, weight decay is 0.0005, batch size of 10 

is used, and a learning rate of 0.001 has been used with a factor 

value of 0.7. These hyperparameters were selected after 

experimenting with various values. Initially, the model faced 

overfitting issues; however, the chosen parameters 

significantly alleviated these problems. Specifically, the 

introduction of weight decay (0.0005) helped to regularize the 

model and reduce overfitting by penalizing large weights, 

while the use of dropout and appropriate batch size also 

contributed to better generalization. 

 

 

3. RESULTS AND DISCUSSIONS 

 

We evaluate the dataset using the pre-trained InceptionV3 

model. A 90:10 training-testing ratio has been used, and train 

and test dataset details are given in Table 2. The augmented 

data has been used for the training of proposed models 

For the train and valid dataset, the images were resized to 

224×224 pixels. We maintained the batch size at 10, and 

trained InceptionV3 for epoch values of 80. We manually 

selected the batch size value and the number of epochs through 

empirical means. The learning rate has been fixed to 0.001 for 

the training of each model, and the Adam optimizer has been 

utilized for error minimization purposes. Furthermore, we 

measured the performance of the InceptionV3 model using 

metrics like specificity (Spe), sensitivity (Sen), precision (Pre), 

F1-score, and accuracy (Acc). These metrics were obtained by 

various parameters of the confusion matrix, such as true 

positive (TP), true negative (TN), false positive (FP), and false 

negative (FN) [48]. These metrics have been calculated using 

Eqs. (1)-(6). 

 

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (1) 

 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

 

𝒔𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 =
𝑇𝑃

𝐹𝑁 + 𝑇𝑃
 (3) 

 

𝒔𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 (4) 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑇𝑃 + 𝑇𝑁

𝐹𝑃 + 𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁
 (5) 

 

𝑭𝟏 𝒔𝒄𝒐𝒓𝒆 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

 

In this study, normal and defective were considered as 

negative and positive classes, respectively. Thus, the TN and 

TP represent accurately predicted normal and defective classes. 

Whereas FN and FP indicate misclassified predicted normal 

cases and defective cases, respectively. 

Furthermore, the performance of InceptionV3 has been 

compared in terms of parameters such as training loss, 
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validation loss, and validation accuracy at each epoch value. 

Table 3 presents the results of these parameters. We measured 

the parameters to identify instances of over-fitting and under-

fitting in the trained models. Figure 4 displays the graphs of 

training loss versus validation loss for each model under study. 

For further performance validation, confusion matrices 

have been generated to classify true positive, true negative, 

false positive, and false negative values after training. Figure 

5 displays the confusion matrices from the test dataset and the 

loss graphs from the train and valid datasets of the 

InceptionV3 model. 

 

Table 2. Data splitting details 

 
Classes Train Valid Test 

Defected 942 235 135 

Normal 942 235 135 

Total 1884 470 270 

 

Table 3. Training performance of InceptionV3 model 

 

Model Epochs 
Train 

Loss 

Valid 

Loss 

Train 

Accuracy 

Valid 

Accuracy 

InceptionV3 

1 0.712 0.842 69.54 70.23 

. . . . . 

. . . . . 

79 0.121 0.132 93.71 93.32 

80 0.112 0.181 95.83 95.65 

 

 
 

Figure 4. Loss graph for train and valid dataset for the 

InceptionV3 model 

 

 
 

Figure 5. Confusion matrix on test dataset for the 

InceptionV3 model 

Table 4. Performance of InceptionV3 model 

 
Model Pre Recall F1-Score Sen Spe Acc 

InceptionV3 95.56 96.27 95.51 96.27 95.59 95.93 

 

Eqs. (1)-(6) have evaluated the performance parameters of 

the trained models, such as precision, recall, F1 score, 

sensitivity, specificity, and accuracy, from the numbers 

obtained through confusion matrices. Table 4 displays the 

results of these parameters. 

 

3.1 Comparison with different optimizers 

 

Four different optimizers, such as Root Mean Square 

Propagation (RMSprop), An Adaptive Learning Rate Method 

(Adadelta), Stochastic gradient descent (SGD), and Adam, 

which combines the benefits of both Adaptive Moment 

Estimation (Adam) were used to compare the performance on 

Iceptionv3 models and evaluation of the optimizer and to 

select the optimizer that could be the best optimizer applied to 

the model. The Adam optimizer exhibited promising results 

among all other optimizers. Therefore, we selected Adam 

Optimizer for the model's training. The results in Table 5 were 

calculated using the Adam optimizer. 

 

Table 5. Performance of InceptionV3 model 

 
Model Optimizer Pre Spe Sen F1-score Acc 

Inception 

V3 

Adam 96.5 95.5 96.2 0.95 95.9 

SGD 85.0 80 85.2 0.84 89.5 

Adadelta 90.0 93.4 92.9 0.91 91.1 

RMSProp 89.6 88.3 90.7 0.92 92.5 

 

3.2 Comparison with different batch size 

 

Batch size is considered to be one of the important 

hyperparameters for deep neural networks. This research 

provides information on the impact of different batch sizes. 

Table 6 outlines the accuracy of tests conducted on various 

batch sizes, including 8, 10, and 12. We have observed that a 

batch size of 10 yields better testing performance. Thus, a 

batch size of 10 has been kept training the InceptionV3 model. 

 

Table 6. Evaluation of accuracy for varying batch sizes using 

the InceptionV3 model 

 
Model Batch Size 

InceptionV3 
8 10 12 

85.27% 95.53% 90.25% 

 

3.3 Comparison with other methods 

 

Joshua et al. [49] designed an intelligent method used for 

detecting the fault in the solar panel at Kangwon National 

University, Samcheok Campus. By using the deep learning 

model ResNet-50, the goal of the paper is to find errors and 

improve the accuracy of data from the university's solar-

hydrogen system through data preprocessing. Metrics, general 

accuracy, and loss specifically indicate its potential for real-

time monitoring and maintenance. 

However, there are several drawbacks as well: first, the 

resultant model is less able to detect many sources of fault; 

second, it also has a restricted variety of faults that are detected, 

and the used dataset is taken only from a single campus. 

Painstaking measures such as cross-validation could be 
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implemented, while metrics such as precision and recall could 

be useful in giving a broader view of the model's evaluation, 

all in a bid to reduce cases of the model being overfit and 

thereby underperforming in new data. 

Moreover, Kaur et al. [50] used VGG16 in addressing the 

task of fault detection in PV panels. The model is trained on 

885 images across 15 epochs and can correctly classify 

different faults into the six classes with 86% accuracy. Despite 

the potential for real-world implementation, there are 

limitations to the work: the small dataset that we applied the 

solution to might impact generalization; the machine learning 

model was trained on a short time span, and while results show 

that it outperforms other techniques on unseen data after 

adapting it to a new training set, it remains limited in terms of 

the time that it has been exposed to. 

Additionally, the absence of performance measures like 

precision, recall, and F1-score for some steps complicates the 

evaluation of the methods, particularly when dealing with 

imbalanced datasets. Another adjustment that could 

potentially yield better results is the change in the learning rate. 

Furthermore, Su et al. [51] looked into how supervised 

learning using CNN and the addition of thermographic images 

could help classify defects in PV modules. Their CNN 

achieved 92.5% accuracy for anomaly identification and 

78.85% accuracy in defect classification in eight classes. This 

method is efficient in processing huge amounts of data and 

detecting outliers, but it is also obstructed by large within-class 

and between-class variations that decrease the efficiency of 

defect classification, especially in the case of an unbalanced 

dataset. 

Furthermore, to classify PV panels into different classes, 

namely healthy, non-faulty hotspot, and faulty, Ali et al. [52] 

used a fusion of SVM models by using RGB, texture, HOG, 

and LBP features. Their model demonstrated 92% testing 

accuracy. It is considered to have the fewest computational 

requirements and a greater a greater need for storage than any 

other ML algorithm. However, it relies on specific feature sets 

that cannot be expanded to encompass other types of defects, 

and it necessitates a significant number of tests to ultimately 

identify the optimal features for collaboration [53]. 

Moreover, Zhang and Yin [54] proposed an improved 

YOLO v5 model that can solve issues, including complex 

backgrounds and irregular and differently sized defects in 

solar cells. The method utilizes deformable convolution, an 

ECA-Net attention mechanism, and a tiny defect prediction 

head, resulting in an 89.64%. It has a comparatively low 

accuracy and a speed of 36.24 FPS. It performs very well in 

online detection and produces relatively accurate results at 

different scales. It may have some issues when applied to 

datasets with different characteristics, and it is 

computationally intensive. 

Therefore, in our paper, InceptionV3 Method was selected 

because it has better feature extraction and classification 

performances, with 95.53%. The discrimination accuracy of 

detecting defects. That is why, when it comes to dealing with 

defects of different sizes and different characteristics, multi-

scale feature extraction in InceptionV3 turns out to be of great 

use. This method also achieves a balance between error and 

efficiency, making it the most suitable for the study goals. 

 

3.4 Validate the model using an external dataset 

 

In order to test the generalizability and the solidity of the 

proposed model, we performed the validation on an external 

data set. In particular, we work with the “Dust Detection on 

Solar Panel Using InceptionV3” [55] the dataset presented on 

Kaggle.ally, we tested the model on the "Dust Detection on 

Solar Panel Using InceptionV3" by Afroz in the dataset 

available on Kaggle. This dataset entails images of solar power 

in diverse states, which include those with dust on the panel 

and those that don’t. In order to achieve this, we utilized an 

external dataset, distinct from the training data, for our 

evaluation. This allowed us to assess the generality of the 

obtained model and its performance on new data, both of 

which are crucial for a practical solar panel defect detection 

system. Our method adopts the transfer learning strategy, 

using the InceptionV3 model as a basis for refinement. 

 In this work, the InceptionV3 convolutional neural network 

that was trained on the ImageNet database was fine-tuned to 

specifically perform the task of identifying defects in solar 

cells. By fine-tuning, we refine the final layers of the pre-

trained model to identify characteristics associated with 

electroluminescence images of solar cells. This transfer 

learning technique enhances performance by learning features 

in limited datasets such as ImageNet [56, 57]. 

For the external validation, we made sure that the images 

from the Kaggle dust detection dataset were prepossessed in 

the same manner as used in the original dataset. We also 

applied certain data pre-processing techniques, which include 

resizing the images to 300x300 pixels, scaling the obtained 

pixel intensities to the range of 0 and 1 by dividing them by 

255, and applying data augmentation techniques such as 

random rotation by up to 30 degrees and horizontal and 

vertical flipping of the images. These steps were followed in 

order to avoid influencing and having a bias in the validation 

process. 

To assess the model’s performance on the external dataset, 

basic measures of precision, recall, accuracy, and F1 score 

values were used. It was shown that when the model foresight 

its performance on the external Cavin dataset, it achieves 

rather good values of the metrics that were observed during 

training and the first tests. This outside opinion supports the 

idea that the model can successfully generalize to unseen data, 

indicating that utilizing the transfer learning approach to detect 

defects on solar panels is viable and still feasible regardless of 

the different circumstances a solar panel might be under. 

 

 

4. CONCLUSION 

 

We used transfer learning by using a pre-trained model 

known as InceptionV3 to detect and classify damaged solar 

cell EL images. We trained this model on a dataset of 2624 

images. Different important parameters, e.g., sensitivity, 

specificity, F1-score, precision, recall, loss graphs, and 

confusion matrices, have been measured to determine the 

accuracy of the model. InceptionV3 displayed an effective 

result for the classification of the damaged and normal images. 

The accuracy achieved on InceptionV3 is 95.53%. Various 

optimizers have been used, and among all the optimizers, the 

‘Adam’ optimizer has been the best. 

This study paved the way for the development of effective 

deep neural networks for accurate early detection of damaged 

solar cells. We expect the proposed model to perform crucially 

in the classification problem between damaged and normal 

solar cells. We can utilize the performance of the suggested 

model for multiclass solar cell classification tasks in the future. 

On the basis of the obtained results connected with 
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InceptionV3, future studies could be devoted to the 

optimization of other kinds of deep neural networks (DNNs) 

that could be hypothetically more effective. For example, 

ResNet, VGG, and DenseNet all have attributes and 

architectural makeup that can possibly impact their 

effectiveness when used in categorizing and detecting 

damaged solar cells. 

Furthermore, there are opportunities to improve model 

accuracy by utilizing various optimization techniques. Some 

of the approaches that can be used include more enhanced 

forms of gradient descent, such as AdamW, learning rate 

schedules, hyperparameter optimization, such as grid search, 

or Bayesian optimization. These methods could improve 

training efficiency as well as model accuracy, which would 

present an all-encompassing method of model optimization. 
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