
Assessing Offshore Oil Spills Using Remote Sensing and Geospatial Artificial Intelligence 

(GeoAI): A Systematic Literature Review 

Alexander Inga Alva* , Ciro Rodríguez

Faculty of Systems and Computer Engineering, Universidad Nacional Mayor de San Marcos UNMSM, Lima 15081, Peru 

Corresponding Author Email: alexander.inga@unmsm.edu.pe

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.18280/isi.290602 ABSTRACT 

Received: 10 May 2024 

Revised: 25 July 2024 

Accepted: 4 September 2024 

Available online: 25 December 2024 

Artificial Intelligence (AI) cuts across all disciplines of human knowledge, which favors 

the development of new approaches to the care and preservation of the environment. Oil 

spills at sea, caused by the transportation and marketing of hydrocarbons, have been 

considered an unstoppable source of pollution in the last century. So, the present Systematic 

Review of the Literature (SRL) analyses the most recent publications in Remote Sensing 

(RS) and AI (Machine Learning, ML) and Deep Learning, DL) identifying a total of 3,355 

published articles, and classified 50 articles based on new taxonomy proposed in the study. 

In this way, it identifies two main Offshore Oil Spill Datasets (OOSD): the HOSD and 

MKLab projects. Also, it classifies the literature that uses ML at 14%, and DL at 46%, 

which implies 40% for traditional RS at Offshore Oil Spills (OOS) Detection. This leads 

RS & AI to consolidate under the concept of Geospatial Artificial Intelligence (GeoAI), a 

new field of research that allows, in addition to detecting and predicting offshore oil spills 

under the best performance metrics, such as Precision, Machine Learning 96.5 %, and Deep 

Learning (99.19 %) using U-Net Model. 
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1. INTRODUCTION

Remote Sensing (RS) is a discipline that allows not only 

scanning objects at a distance but also natural phenomena on 

Earth's surface. For this purpose, the use of optical images 

under the visible spectrum RGB (3 layers), Multispectral (tens 

of layers), Hyperspectral (hundreds of layers), and Synthetic 

Aperture Radar Aperture (SAR) imagery are valuable. But 

traditional classification using Remote Sensing cannot handle 

the big data of satellite images because of poor robustness and 

low accuracy. So refined information also poses new 

challenges for smart interpretation of high resolution using 

semantic segmentation [1].   

Although the concept of Artificial Intelligence (AI) was 

coined in 1955 [2] and the first LISP (LISt Processing) 

programming language was developed under this new 

approach in 1956 [3], it was not until the beginning of this new 

millennium that it has opened numerous gates to the academic 

world to find novel and fast solutions to problems in different 

areas of knowledge [4]. With its strong statistical foundation, 

specifically, ML allows the simulation of human learning, 

which can recognize and extract patterns from the dataset to 

solve problems of various kinds [5]. More recently, DL further 

granulates the learning of datasets through numerous dense 

layers and neural networks, such as Convolutional Neural 

Networks (CNN), Recurrent Neural Networks (RNN), Long 

Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), 

Generative Models, Variational Autoencoder (VAE), and 

Generative Adversarial Network (GAN) [6]. Therefore, 

traditional RS enhanced with new artificial intelligence 

algorithms has driven the creation of a new discipline: 

Geospatial Artificial Intelligence (GeoAI) which addresses 

problems related to the perception of the geospatial 

environment [7]. Thus, it is evident that GeoAI can deal with 

one of humanity's biggest problems: marine pollution. 

In this way, OOS are evidenced by an orange-brown 

emulsion of water in oil, also called foam, which pollutes 

coastal vegetation and beaches, generating a high 

environmental impact on the ecosystem, and toxicity for living 

organisms [8]. On a global scale, more than half of maritime 

transport corresponds to hydrocarbons, which without being 

an extremely harmful pollutant, its handling in billions of tons 

makes it a permanent threat.  

Therefore, this article investigates various literature on RS 

with AI, specifically finding articles in specialized journals 

and OOS conferences, and GeoAI using ML and DL 

algorithms. In addition, it identifies (i) the use of the U-Net 

architecture for oil spills as a trend and (ii) valuable worldwide 

datasets. So, the study is divided as follows: (i) it will help new 

researchers continue analyzing and enhancing new GeoAI 

techniques and tools, and (ii) it will help to make good 

decisions in the face of environmental disasters. The 

remaining sections are organized in this way: Section 2 is 

about the Theoretical Background, Section 3 studies the 

Methodology, Section 4 outlines the study Results and 

Discussions, and Section 5 presents the Conclusions.
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2. THEORETICAL BACKGROUND 
 

This section presents a theoretical background about Oil 

Spills, and types of AI (ML-DL), Computer Vision (CV), 

GeoAI, Remote Sensing, Synthetic Aperture Radar, and 

Sentinel-1. 

 

2.1 Oil spills 

 

Oil spill refers to the accidental release or release of oil or its 

by-products into the environment, in oceans, seas, rivers, 

lakes, and on land. These spills, which can occur during 

transport by tanker trucks, pipelines, train cars, and/or ships, 

from the extraction of the deposits to the final consumer, can 

also occur in storage and cause devastating effects on 

ecosystems, causing damage to marine life, vegetation, and 

fauna, as well as to the human communities that depend on 

these natural resources [9]. 

 

2.2 Artificial intelligence 

 

According to the study by Sidorov [10], AI is a science that 

focuses on the study and construction of models (or systems) 

of human intelligence that runs through computers. However, 

there are two perspectives on AI: one human-oriented and 

based on experience (empirical procedure), and the other is 

focused on rationality (scientific procedure). This research 

focuses on the following sublevels: ML-DL as shown in 

Figure 1. Also, CV is considered to explain additional process. 

 

 
 

Figure 1. Artificial intelligence and its subsets 

 

2.2.1 Machine learning 

ML is the algorithmic construction of a statistical model 

based on a dataset to solve a practical problem. ML can be 

classified in Supervised Learning (SL), where the dataset is 

those labeled examples, and it is used to make a model that 

takes a feature vector as input and generates information that 

allows the label to be deduced, Semi-Supervised (SSL) where 

the dataset contains labeled and unlabeled examples, 

Unsupervised (UL) where the dataset is those unlabeled 

examples and Reinforcement Learning (RL) where the 

algorithm "lives" an environment and can perceive the state of 

that environment as a vector of features executing actions 

different actions that obtain different rewards to achieve an 

optimal action in each state [11]. 

 

2.2.2 Deep learning (DL) 

DL is a particular subfield of ML that emphasizes data-

driven learning of reality through using of successive or 

"deep" layers, which can number in the tens, hundreds, or even 

thousands. They train on said data, unlike other learning 

models in which one or two layers are enough and which are 

called: superficial layers. DL uses models called Neural 

Networks (NN) composed of stacked layers. This model was 

partly inspired by Neurobiology and partly by the 

understanding processes of the human brain (and its visual 

cortex), although ultimately, DL is a framework based more 

than anything on mathematics and learning representations 

from data [12]. 

 

2.2.3 Computer vision (CV) 

CV seeks to describe the world that surrounds the human 

being, in one or more images, reconstructing it in a 3D model 

that preserves its properties, such as Shape, Illumination, and 

Color Range. Its main applications are Optical Character 

Recognition (OCR), Human Recognition, Medical Image (MI), 

Self-driving Vehicles, and 3D Construction (Photogrammetry) 

[13]. 

 

2.2.4 U-Net 

U-Net is one of the most used NN for image classification 

that was initially created for MI segmentation. This 

architecture consists of two branches: the first is Coding or 

contraction, in which all image is captured through a set of 

convolution layers and "max pooling" layers that create a map 

of characteristics of an image and reduce its size (fewer 

network parameters). The last branch is the Decoding or 

symmetric expansion, which allows precise localization using 

transposed convolution. In DL, is necessary to use large 

datasets to train models, which implies: facing the difficulty of 

gathering those volumes, processing time, hardware resources 

and high budget to solve an image classification problem as is 

shown in Figure 2. This is where U-NET takes advantage of 

conventional models by being effective even with a limited 

dataset, obtaining greater precision and preserving 

characteristics by keeping the output size equal to the input 

[14]. 

 

2.3 Geospatial Artificial Intelligence (GeoAI) 

 

Due to the big data of very-high-resolution geospatial data 

and efficient computer architectures, DL techniques enhanced 

the development of the geospatial system by providing it with 

an almost human level of perception, which is known today as 

GeoAI.  

This new concept was coined during the First International 

ACM SIGSPATIAL Workshop [15]. GeoAI is a new 

discipline in which the innovations of Artificial Intelligence 

(ML/DL), data mining, and high computational performance 

converge to generate knowledge, based on Geography 

Information Systems (GIS) and exposure modeling in spatial, 

temporal, and spatiotemporal environments, since it includes 

spatial non-stationarity and scalability in its analysis of the 

enormous amounts of spatial-data (Spatial Big Data) that the 

various geographical environments possess [16]. 

 

2.4 Remote Sensing 
 

RS is a discipline that uses sensors and cameras installed on 

space platforms that record specific scenes of our planet (or 

others) to distance. To do this, the RS uses the Electromagnetic 

Spectrum: radio, microwave, radar (SAR images), thermal, 

infrared, visible (Multispectral and Hyperspectral images), 

ultraviolet, X-rays, and Gamma rays. If the electromagnetic 

interaction comes from the Sun energy is considered the 

passive type and if it comes from an artificial beam is the 

active type) [17]. 
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Figure 2. U-Net Model 

 

 

2.5 Synthetic aperture radar 

 

SAR is a microwave imaging sensor consisting of a radar 

located on an aerial platform. This radar achieves high 

resolution (in the longitudinal/azimuthal direction) by mixed 

echoes from varied pulses while the platform moves, 

simulating a synthetic antenna larger than the real one.  

Now, concerning the enhancements that this sensor has over 

optical and infrared, it can be noted that when operating at 

microwave frequencies in bands L: 1 to 2 GHz, C: 3.75 to 7.5 

GHz, and: 7.5 to 12 GHz, these can penetrate clouds, smoke 

or fog and register images of the ground/sea.  

Furthermore, being an active sensor (independent lighting 

that transmits its electromagnetic pulses toward the ground or 

sea being photographed), it works not only during the day but 

also at night and in various climates. This allows constant 

monitoring of the state of the sea, land, weather, and of course 

OOS [18]. 

 

2.6 Sentinel-1 

 

Sentinel-1 is a constellation of 2 polar (180º offset) orbiting 

satellites that orbit our planet every 6 days and which take 

radar images to study marine glacial displacement in the Arctic, 

monitor the marine environment that includes oil spills and 

ship detection for maritime safety, monitoring of the planet to 

detect risks of movement, mapping for the management of 

marine and terrestrial ecosystems and routes for humanitarian 

support in disaster situations. Sentinel-1 is administered by the 

European Space Agency (ESA); and it was launched in 2014, 

and Sentinel-1B in 2016 (which ended in 2022).  

Both satellites travelled to space in a Soyuz rocket from the 

French Guiana. The Sentinel-1C, will be launched in the 

second half of 2024 on Vega-C Rocket [19]. 

 

3. METHODOLOGY 
 

This research aims to prevent oil spills at sea and to achieve 

this goal, Remote Sensing will be used to identify the factors 

that allow the occurrence of oil spills at sea and GeoAI will be 

used, at the level of ML & DL, for the detection or mitigation 

of spills. Table 1 shows the research questions identified to 

achieve these objectives. 
 

Table 1. Questions and objectives of the research paper 
 

 Questions Objectives 

Q1 

How are RS techniques 

utilized to detect and 

monitor OOS? 

Identify RS 

 techniques utilized to detect 

and monitor OOS? 

Q2 

What role does  

GeoAI play in enhancing 

the accuracy and efficiency 

of OOS Detection. 

Highlight GeoAI  
roleplay in enhancing the 

accuracy and efficiency of 

OOS Detection? 

Q3 

What are the latest 

advancements in the use of 

RS and GeoAI for OOS 

management; 

 and what is the future 

outlook for research in this 

field? 

Identify the latest 

advancements in the use of RS 

and GeoAI  

for OOS management; and 

future outlook for research in 

this field. 

Q4 
What is the World’s  

main OOS Datasets? 

Highlight the main  

OOS Datasets in the World. 
 

In principle, to have an overview of the research, the PICOC 

(Population, Intervention, Comparison, Outcomes, Context) 

method has been used (see Table 2) for the systematic review 

of the literature. It should be noted that the PARSIFAL 

platform was used. 

In addition, keywords, synonyms, interventions, and 

inclusion and exclusion criteria were considered in 3 databases: 

Scopus, IEEE, and Scielo. 
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Table 2. PICOC method 

 

Population 
Papers About Oil Spills,  

Oil Spill Datasets 

Intervention GeoAI, Sustainable Development Goals 

Comparison Remote Sensing 

Outcome Prevent environmental impacts from oil spills 

Context Environment 

 

Table 3. Keys and queries 

 
Keys Queries 

Search String 

(spill AND oil AND machine AND learning) 

AND PUBYEAR > 2018 AND PUBYEAR < 

2024 AND (LIMIT-TO (EXACTKEYWORD, 

"Oil Spill”) OR LIMIT-TO 

(EXACTKEYWORD, "Oil Spills") 

Inclusion 

Criteria 
GeoIA 

Exclusion 

Criteria 
Papers more than 5 years old 

  

The main queries are Oil Spills and Machine Learning, 

inclusion criteria refer to the new technology named GeoAI, 

and its exclusion criteria are considered over the last 5 years 

as shown in Table 3. The sources analyzed were reviewed until 

November 31, 2023. 

On the other hand, it was found that, although several 

countries have indeed updated information, such as Greece, 

Turkey, Iran, Italy, Sweden, and China.  

It is the last one that has greater relevance for this research 

as shown in Figure 3. 

Subsequently, the PRISMA method was used, which 

allowed a systematic review and meta-analysis of the research 

to be carried out [20].  

The search retrieved 3406 documents after applying the 

filters: "Oil Spill" and "Machine Learning". Then 51 

duplicates were detected, decreasing to 3355. Next, the filter 

of only considering articles, not books, was applied, yielding 

2445.  

Subsequently, it was filtered by study areas achieving 2042, 

then it was filtered by specific technologies finding 1064, then 

it opted for SAR images, reducing to 130 of which 50 

additional articles that support this research were considered 

as shown in Figure 4.  

Below is a summary of the main publications, datasets, 

algorithms, and metrics of ML & DL models and SAR in 

recent years (Table 4). 

 

 
 

Figure 3. Network display of articles 

 

 
 

Figure 4. Prisma model 

 

Table 4. Comparative summary of the main publications in SAR, ML and DL between 2018-2023 

 
Cite Datasets  Algorithm Metric 

[21] SAR ML-DL Mixed 

[22] Multiples ML-DL Mixed 

[23] SAR Extremo ML --- 

[24] LIF-LiDAR ML + NN 100.0 % 

[25] SAR- HOSD ML SVM+ERW 96.50% 

[26] SAR - AIS ML + DT 42.55 % 

[27] SAR - NOWPAP 
CNN + Adversarial  

F-Divergence 
96.2% 

[28] 
SAR 

23 SLAR images  

DL CNN  

Two Stages 
98.34% 

[29] 

SAR 

*Dataset 1 

**Dataset 2 

***Dataset 3 

CNN-SVM 

*99.19% 

**99.89% 

***97.56% 
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[30] SAR UAVSAR DL CNN + Sensitivity to dielectric constant 99.0% 

[31] 
SAR - 783 

internet oil images 
DL CNN + GoogleNet + VGG16 97.5% 

[32] 
SAR 

C band  - Radarsat-2 
DL CV CNN 97.69% 

[33] 10 Oil products DL RPNet 83.67% 

[34] SAR CNN 1-D F1 score = 97.90% 

[35] SAR Sentinel-1   DL CNN + UNET  mIoU = 75.7%. 

[36] SAR Sentinel-1 
DL CNN  

U-Net + DenseNet201 
96.53% 

[37] SAR Sentinel-1 UNET+ DenseNet  80.31% 

[38] Images from oil spill video CNN + SSWT-UNet++ 98.5 % 

[39] SAR Sentinel 1 DL CNN Deeplabv3 + con Resnet101 MioU = 66.5% 

[40] SAR Sentinel 1 
DL CNN 

Deeplabv3 + Resnet101 
98.92% 

[41] SAR Sentinel 1 DCNN 92.3% 

[42] SAR - 839 Images Radarsat-2 y Sentinel-1 DL+ CNN U-Net++ 98.3% 

[43] SAR AVIRIS - HOSD DL CNN + SSTNet 95.96% 

[44] 

SAR 

*Simulated 

**Penglai 

***DWH  

DL 

*100.00% 

**93.86% 

***85.84% 

[45] 
SAR  

AVIRIS y Landsat 8 
DNN 92.0 % 

[46] 

SAR  

*PU 

**SV 

***IP 

****UH2018 

CNN + 3-D-CAE 

*63.9% 

**85.5% 

***51.7% 

****29.4% 

[47] SAR DL CNN + YOLO 95.3% 

[48] 
SAR - 2487  

satellite images 
YOLOX-S + FFEDNet 86.76% 

[49] SAR ERS, Envisat ML 90.5% 

 

 

4. RESULTS AND DISCUSSION 
 

Recent publications have made it possible to categorize 

Artificial Intelligence into several levels, one of them being 

ML and its respective sublevel DL which are diverse and 

specialized algorithms that allow, for example, segmenting 

areas, detection of edges, delimit thresholds, and monitoring, 

and even more, predict more and more accurately oil spills. 

This section seeks to answer the research questions defined 

earlier in this article. 
 

4.1 Q1: How are RS techniques utilized to detect and 

monitor offshore oil spills? 
 

Traditional RS uses Satellite Imagery (SI), images or radar 

sensors, text, and atmosphere-ocean models from Satellites or 

Unmanned Aerial Vehicles (UAVs) or Drones to detect spills 

in oceans, seas, rivers, lakes, lagoons, and other bodies of 

water [50, 21]. Traditional RS studies use pixel-based methods 

for detecting OOS [51] as evidenced below: classification of 

OOS and lookalikes using qualitative analysis methods and 

contextual features [52], monitoring using SAR SI and 

Interferometric Wide Swath (IW) mode [53], monitoring using 

dynamic window scanning of SI (and human expertise), and 

extraction of information [54].  
 

4.2 Q2: What role does GeoAI play in enhancing the 

accuracy and efficiency of offshore oil spill detection? 

 

Concerning GeoAI, it is the integration of AI (ML/DL) 

methods and techniques, geodata, and spatial inference 

methods, such as Kriging, that allow the generation of new 

predictive geospatial models [55]. 

One of the advantages of GeoAI is that it fosters greater access 

to a large and varied amount of geospatial data (Geospatial Big 

Data), and it is linked to Information and Communication 

Technologies (ICT), such as, for example, through Spatial 

Data Infrastructures (SDI), it would allow the interaction 

between private geodata and government data, reducing 

duplication and promoting better geospatial analysis by users 

and researchers [22].  

The development of GeoAI improves Remote Sensing (RS) 

[56-58] allowing such ML/DL models to solve RS problems 

by identifying hidden patterns, performing segmentation and 

feature detection in satellite images, both natural (vegetation) 

and artificial (roads) and detecting oil spills, committed by 

man or nature. 

ML build and train models that identify and classify (label) 

such satellite images using several approaches such as the 

ability to perform regression processes [59] so they are 

considered the latest technology within the development of the 

Industry 4.0 (4IR) [60, 61], the texturing of the characteristics 

or characterization of Tamura that resembles the sense of 

human  vision [23], the personalized vision on a cloud-based 

computing platform, such as the Microsoft Azure Machine-

Learning Service [49] the measurement of the thicknesses of 

the spectra of diverse kind of oil through Laser-Induced 

Fluorescence Lidar (LIF-LiDAR) [24], the development of an 

unsupervised Isolation Forest (iForest) method for 

Hyperspectral Segmentation Images (HSI) [25] and oil spill 

prediction using algorithms such as Linear Regression (LR), 

Support Vector Machine (SVM) and Decision Tree based on 

the dataset generated by Automatic Identification Systems 

(AIS), i.e. position, course and speed of the ship, container 

characteristics, classes of oil, skimming rate, etc. [26].
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4.3 Q3: What are the latest advancements in use of RS and 

GeoAI for oil spill management, and what is the future 

outlook for research in this field? 

 

Conventional Neural Networks (CNNs) are presented as a 

more sophisticated Deep Learning (DL) model to perform 

semantic segmentation, having among its main exponents the 

techniques of: Adversarial F-Divergence Learning, which 

allows detecting spills without manual initialization 

(automatically) [27], the Side-Looking Airborne Radar 

(SLAR) to generate hyperspectral images on which the first 

CNN performs an approximate detection of objects (or spills) 

and then, a second specialized one, precisely locates the pixel 

correspondence by class [28]; the Radial Basis Function 

Kernel (RBF-SVM) method is used for the classification of 

three sets of polarimetric RADARSAT-2 SARs based on 

PolSAR data converted into a 9-channel data block entered 

into 5 layers from which 2 high-level features are extracted 

and merged by principal component analysis (PCA) for 

validation [29]; the learning of non-linear characteristics, 

textural and statistical shapes and patterns, which achieves 

better accuracy in classification based on the parameters of 

sensitivity to the dielectric constant and the damping 

properties of waves [30]; the VGG16 enhanced with Transfer 

Learning, developed on the GoogleNet platform and trained 

on a proprietary dataset obtained from spill images acquired 

from the internet [31]; the Complex Value (CVCNN) that 

outperforms the Real Value (RVCNN) both in the detection of 

spills in the ocean, the classification of crude oil and biogenic 

[32]; the RPnet (Random Patch Network) with fusion of 

multiple features in hyperspectral images, which through a 

drone, evaluates the monitoring of spills and through a sea 

sample of five petroleum products, under controlled 

conditions in containment facilities, optically characterizing 

the different types of contamination by oil spills [33] and the 

1-D model with rapid inference capability that directly 

processes the data of the absorption spectrum of Terahertz 

(THz) radiation waves of the sample, demonstrating that this 

CNN improves accuracy, has high consistency and great 

robustness in the detection of contamination [34].  

However, the most frequently used CNN in classification 

and segmentation is U-Net, which was originally proposed for 

the analysis of biomedical images and later modified to be 

used to find spills [35]. In the following years, based on this 

U-Net, considerable improvements were made to the model: 

the level of the IoU (Intersection on Junction) of the oil spill 

detection systems was increased through the processing of a 

dataset in 3 stages: image resizing, data augmentation and 

application of a hot encoder (in its mask) and use of the 

DenseNet201 model as part of the encoder and U-Net as a 

decoder [36]; challenging the characterization of objects (ships, 

pipelines) and events (oil slicks and/or spills) from unbalanced 

datasets by using a U-Net model with DenseNet as an encoder 

[37], and concerning the scarcity and poor quality of 

underwater images to recognize oil spills, new network 

architecture suitable superpixels with texture (SSWT)-

UNet++ based on texture superpixels is proposed., processed 

them as input, adjusted the resolution of each layer and 

changed its output to intermediate layers to improve its 

classification compared to the previous methods mentioned 

[38]. 
 

4.4 Q4: What is the world’s main OOSD? 
 

Regarding datasets, it should be noted that one of the most 

widely used to classify possible oil leaks at sea, ships, and soils 

are the Sentinel-1 SAR images [62], which have been 

processed with different methods, such as DL semantic 

segmentation with Deeplabv3 + network with Resnet101 [39] 

and, improving on the previous segmentation, the use of 

polarimetric SAR (PolSAR) [40]; the inventory of temporal 

redundancy of natural oil spills in singular zones in sea, 

discriminating between natural seepage and man-made 

spillage [41].  

Further, other widely used datasets are Radarsat-2 [42] and 

HOSD, Hyperspectral Remote Sensing Oil Spill benchmark 

Database) based on the Gulf of Mexico (GoM) spill [43] and, 

in a private way, the spill that occurred on the Penglai 19-3 oil 

platform in China [44]. 

In the line of Optical Sensors, AVIRIS is widely used for 

spill mapping, after segmentation of hyperspectral images, in 

which reflectance spectra can be measured at different 

resolutions with ML models [45] or with Neural Networks 

(NN) for Unsupervised models using a new Spectral Loss (SL, 

Spectral Loss function) [46]. 

 

4.6 Results and Discussion 

 

Traditional RS has been enhanced with the development of 

AI (ML/DL). Nowadays real-time tracking of spills from ships 

and SAR satellites is possible, and even more so, the 

delimitation of spills in images processed with CCN using 

(YOLO) You Only Look Once [47] as in the case of noise 

reduction by speckle [48].  

On the other hand, statistical models such as logistic 

regression, regularized regression (elastic network), and SVM 

are used to predict the occurrence of failures in the machines, 

while Cox regression is used to know how good equipment is 

through time.  

However, in the hydrocarbon industry, predictive 

maintenance should be the first choice to avoid disasters. To 

this end, in the phase of oil transport and distribution, variables 

such as weight, volume, and temperature must be collected, 

analysed, associated, and contrasted [63].  

In addition, it should be considered that there is much work 

in far areas or carried out at sea by vessels whose safety will 

depend on their preparation for failures and acquisition of 

specialized equipment [64]. 

This new area of research, GeoAI, based on the systematic 

review, is sustained in traditional disciplines such as RS-GIS 

and in turn directed toward the future considering the models 

of Machine Learning to make predictions with precisions of 

42.55 % [38], 90.5 % [49] and 96.5 % [25].  

On the other hand, to determine oil spills with Deep 

Learning, precisions reached 99.0 % [30], (98.92 %) [40], and 

(99.19 %) [29]. 
 

 

5. CONCLUSIONS 
 

Detection of offshore oil spills at sea has traditionally been 

carried out using Remote Sensing by analysis of oceanic 

atmospheric models from RGB, multispectral, and 

hyperspectral optical satellites, and SAR images whose 

sensors are transported on satellites, airplanes, and UAVs. 

The predominant role of GeoAI is that it allows to use of 

methods, techniques, and performance evaluation metrics such 

as accuracy, precision, sensitivity, IoU, F1-Score, Confusion 

Matrix, and ROC-AUC of Artificial Intelligence (ML-DL), to 

be used within the growing offshore oil spills Big Data to 
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improve identification of hidden patterns, segmentation and 

feature detection in satellite images. 

In the same way that OOS were initially studied using RGB 

optical images, to be later evaluated with multi- and 

hyperspectral images and currently analysed with SAR images, 

GeoAI has been evolving from ML models (e.g. Support 

Vector Machine, iForest) to do segmentation and feature 

detection, towards DL Models, through CNN using different 

architectures such as DenseNet, SSTNet, SSWTNet, and U-

Net (U-Net++) being last one best performance. Future 

research will focus on improving CCN runtime by evolving 

toward Quantum Convolutional Neural Networks (QCNN). 

Although it is an unfortunate reality that oil spills at sea 

continue to grow, this data is the property of transportation 

companies and oil companies, which are private. However, in 

the present investigation, two valuables public OOSD have 

been identified: HOSD project composed of 18 hyperspectral 

satellite images (2.19 Gb .mat files) and MKLab project 

composed of 1112 SAR images (336 Mb .jpg, and .png files) 

from Sentinel-1 Mission (Copernicus-ESA) and Clean SeaNet 

Service. Both datasets are available to the scientific 

community upon request to the respective research institutes. 
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