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This study aimed to predict emotional states using supervised learning models and analyze 

the importance of features in social media user data. We implemented the Random Forest 

algorithm to predict happiness, neutrality, and sadness based on various social media 

activity metrics, including daily usage time, posts per day, and interactions such as likes 

and comments received. Data preprocessing involved handling missing values, coding 

categorical features using One-Hot Encoding, and scaling numerical features with 

StandardScaler. We assessed the model's performance utilizing Mean Squared Error (MSE) 

and R-squared (R²) measures. The results showed that the model had a high prediction 

accuracy, with R2 values of 0.897 for happiness, 0.863 for neutrality, and 0.851 for sadness. 

SHapley Additive exPlanations (SHAP) were used to perform a thorough feature 

importance analysis, which revealed that daily usage time and user interaction significantly 

influenced emotional states. These findings underscore the efficacy of combining 

supervised learning with SHAP for interpretable and accurate emotional predictions, 

providing valuable insights for the development of tools and strategies to monitor and 

enhance emotional health in the digital era. 
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1. INTRODUCTION

Social media's explosive growth has changed how people 

engage, communicate, and exchange information [1]. Social 

media sites like Facebook, Instagram, and Twitter have 

become a vital part of daily life because they allow people to 

express their ideas, feelings, and experiences [2]. However, 

these digital engagements also impact emotional well-being, 

both positively and negatively. Understanding these impacts is 

critical to developing tools and strategies to improve 

emotional health in the digital age [3]. 

Prior studies have examined multiple facets of social 

media's impact on emotional conditions. For example, Bohnert 

and Gracia [4] found that increased Facebook use was 

associated with decreased subjective well-being. Similarly, 

Brailovskaia and Margraf [5] highlighted that passive use of 

Facebook can lead to decreased mood. On the other hand, 

positive interactions and social support on this platform have 

been associated with increased emotional well-being [6].  

In a machine learning context, supervised learning models 

such as Random Forest have shown a great potential in 

predicting emotional states from social media data [7]. 

Random Forest is preferred for its robustness and readability 

compared to other models [8]. But one of the biggest obstacles 

to applying machine learning models is realizing how different 

features affect the outcome of the predictions [9-11]. In order 

to improve the model's comprehensibility, SHAP was 

developed as a solution that offers a consistent assessment of 

the relevance of characteristics [12]. Some other literature also 

supports the importance of this analysis. For example, research 

conducted by Roy et al. [13] showed how sentiment analysis 

using machine learning can predict the stress level of social 

media users. Meanwhile, research by Peng et al. [14] used 

deep learning models to identify users' emotions based on texts 

posted on social media, showing that features such as posting 

intensity and content type can influence the prediction results. 

Furthermore, the research by Oliveira et al. [15] investigated 

the use of ensemble models to social media users' happiness 

prediction, highlighting the importance of strong models in the 

processing of diverse and complicated data. 

Study by Uban et al. [16] emphasized the importance of 

temporal analysis in predicting emotional states, by showing 

that time patterns in social media activity can be an important 

indicator of mood changes. In addition, Chancellor and De 

Choudhury [17] demonstrated that users' mental health, 

including anxiety and depression, may be predicted using 

linguistic information gleaned from social media posts. The 

research underscores the significance of various data kinds and 

analytical methods in comprehending the impact of social 

media on mental health. 

This research intends to close this gap by combining SHAP 

with supervised learning approaches to examine the 

significance of variables in social media user data and forecast 

emotional states. The main contributions of this research are 
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as follows: First, we apply Random Forest algorithm to predict 

happiness, neutrality, and sadness based on social media 

activity metrics. Second, we use SHAP to conduct a thorough 

feature importance analysis, providing insights into the factors 

that most significantly influence emotional states. Third, we 

detail a comprehensive data pre-processing pipeline, including 

missing value handling, categorical feature coding, and 

numerical feature scaling. Fourth, we employed the MSE and 

R² metrics to rigorously evaluate the model's performance, and 

the findings indicated exceptional predictive accuracy. 

Finally, our findings provide valuable insights for developing 

tools and strategies to monitor and improve emotional health 

in the digital age. 

 

 

2. LITERATURE REVIEW 

 

2.1 Evolution of emotion prediction methods 

 

Recent years have seen an increasing interest among 

researchers in the impact of social media on emotional states. 

The study by Wirtz et al. [18] found that an increase in 

Facebook use was related to a decrease in subjective well-

being. Users who spent more time on Facebook reported 

feeling worse over time. The study by Karsay et al. [19] 

showed that passive use of Facebook, such as browsing posts 

without interacting, can lead to a decrease in mood. In contrast, 

Lin and Kishore [20] emphasized the positive impact of social 

support and meaningful interactions on emotional well-being, 

suggesting that active and supportive engagement can improve 

emotional health. 

Recent studies have utilized diverse machine learning and 

deep learning models to forecast emotional states. The 

Random Forest model has been widely employed to forecast 

emotional states based on social media data [21]. Random 

Forest as a powerful and reliable model because it is able to 

overcome overfitting and provides good interpretation through 

the importance of features [22]. Braig et al. [23] showed how 

sentiment analysis using machine learning can predict the 

stress level of social media users, using various linguistic and 

behavioral features. Deep learning model to identify users' 

emotions based on text posted on social media [24]. They 

found that features such as posting frequency, content type, 

and social interactions can affect emotion prediction results. 

The study by Mukta et al. [25] explored the use of ensemble 

models to predict the happiness of social media users, 

emphasizing the importance of robust models in the analysis 

of complex and varied data. Study by Meena et al. [26] used 

convolutional neural networks for sentiment analysis on 

Twitter, showing that deep learning-based approaches can 

produce very accurate predictions. 

 

2.2 Feature importance analysis methods 

 

Interpreting model predictions is crucial for understanding 

the underlying factors that influence emotional states. SHAP 

offers a comprehensive metric for assessing feature 

significance, allowing researchers to comprehend each 

feature's contribution to model predictions [27]. SHAP has 

been utilized widely to understand the contribution of each 

feature to model predictions, making it an essential tool in 

analyzing the impact of social media metrics on emotional 

states. In the context of sentiment analysis, VADER has been 

used in many studies to measure sentiment in social media 

texts with high accuracy [28]. Feature importance methods 

such as SHAP enable researchers to identify which social 

media activities, such as posting frequency and content 

interactions, are the most influential in predicting user 

emotions. 

 

2.3 Social media user emotion analysis 

 

The relationship between social media interactions and user 

emotions is multifaceted. Study by Jordan et al. [29] 

emphasize the importance of temporal analysis in predicting 

emotional conditions, showing that time patterns in social 

media activity can be an important indicator of mood change. 

The study by Gao et al. [30] explores the influence of different 

types of social media interactions on emotional well-being. 

They found that the type and quality of interactions, not just 

the quantity, had a significantly impact on users' emotional 

state. Xu et al. [31] examined how group dynamics in social 

media can affect individuals' moods, suggesting that social 

context and social networks play an important role in users' 

emotional experiences. 

The study aimed to fill the gap by combining supervised 

learning techniques with SHAP to predict emotional states and 

analyze the importance of features in social media user data. 

We apply Random Forest algorithm to predict happiness, 

neutrality, and sadness based on social media activity metrics, 

and use SHAP to perform a thorough feature importance 

analysis. Our findings are expected to provide valuable 

insights for developing tools and strategies to monitor and 

improve emotional health in the digital age. Our study builds 

on this body of work by combining supervised learning 

techniques, specifically Random Forest, with SHAP analysis 

to offer a comprehensive understanding of how social media 

activities influence emotional states. This research aims to fill 

existing gaps by applying the Random Forest algorithm to 

predict happiness, neutrality, and sadness, and utilizing SHAP 

for feature importance analysis. Our findings are expected to 

contribute valuable insights for developing strategies to 

monitor and improve emotional health in the digital era. 

 

 

3. MATERIAL AND METHOD 

 

We outline the data sources, pre-processing steps, machine 

learning algorithms applied, as well as the evaluation methods 

used to measure model performance. In addition, we also 

describe the use of SHAP for model interpretability analysis. 

Our proposed method is presented in Figure 1. 

 

3.1 Data collected 

 

The dataset used in the study consists of three main files 

collected from the Kaggle portal: train.csv, val.csv, and 

test.csv. The dataset comprises a total of 10,000 samples, split 

into 7,000 samples for training, 1,500 samples for validation, 

and 1,500 samples for testing. Each sample represents a user's 

social media activity, captured through several features, such 

as Daily Usage Time, Comments Received Per Day, Messages 

Sent Per Day, and platform-specific interactions. The data was 

collected over a period of six months, ensuring a variety of 

social media usage patterns. The emotional categories 

predicted in this study include happiness, neutrality, and 

sadness. The distribution of these categories is as follows: 40% 

happiness, 35% neutrality, and 25% sadness, indicating a 
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reasonable representation of different emotional states. A 

description of these dataset features is provided in Table 1, 

outlining the variables used for emotion prediction and their 

relevance in capturing user behavior and emotional well-

being. 

 

 
 

Figure 1. Proposed method 

 

Table 1. Description of dataset 

 
Feature Name Description 

User_ID Unique ID of the user 

Daily_Usage_Time Daily social media usage time in minutes 

Posts_Per_Day Number of posts per day 

Likes_Received_Per_Day Number of likes received per day 

Comments_Received_Per_Day Number of comments received per day 

Messages_Sent_Per_Day Number of messages sent per day 

Platform_Facebook Indicator if the user uses Facebook 

Platform_Twitter Indicator if the user uses Twitter 

Platform_Instagram Indicator if the user uses Instagram 

Platform_Whatsapp Indicator if the user uses Whatsapp 

Dominant_Emotion_Happiness Indicator of the user's dominant emotion of happiness 

Dominant_Emotion_Neutral Indicator of the user's dominant emotion of neutrality 

Dominant_Emotion_Sadness Indicator of the user's dominant emotion of sadness 

Dominant_Emotion_Anger Indicator of the user's dominant emotion of anger 

Dominant_Emotion_Anxiety Indicator of the user's dominant emotion of anxiety 

Dominant_Emotion_Boredom Indicator of the user's dominant emotion of boredom 

 

Train Dataset (train.csv), Validation Dataset (val.csv), and 

Test Dataset (test.csv). The majority of the data employed in 

the machine learning process is contained in the Train Dataset, 

which is utilized to train the predictive model. The Validation 

Dataset is employed to verify the model during training, 

preventing overfitting and ensuring its efficacy on unseen data. 

The model's ultimate performance is assessed utilizing the 

Test Dataset. This data offers an unbiased assessment of the 

model's performance and is not utilized in the training or 

validation phases. 

 

3.2 Data preprocessing 

 

Data preparation is an essential phase in data analysis and 

machine learning that guarantees data quality and uniformity 

before it is applied to the model [32]. The pd.read_csv function 

with error handling is used to load the dataset from a CSV file 

in the first step, addressing troublesome rows. Once the dataset 

is loaded, the next step is to identify categorical and numerical 

columns. For numerical columns, we employed three methods 

for handling missing values: mean imputation, K-Nearest 

Neighbors (KNN) Imputation, and Iterative Imputation. KNN 

Imputation estimates missing values based on the similarity to 

other data points, while Iterative Imputation models each 

missing value as a function of the other features in an iterative 

process. While for categorical columns, the missing value is 

filled with the mode of the column. Next, the categorical 

features are converted into numerical representations using the 

One-Hot Encoding technique with the 

sklearn.preprocessing.OneHotEncoder library. Next, to make 

sure that every feature has the same scale, the numerical 

features are scaled using StandardScaler from the sklearn 

library. The preprocessed data is then saved back into a CSV 

file for use in the next stage of model training. 

 

3.3 Data splitting 

 

The data splitting process is very important in machine 

learning to ensure that the built model can be well evaluated 

and has good generalization to data that has never been seen 

before [33]. The dataset used in the study is divided into three 

primary categories: testing, validation, and training data. The 
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training data is used to train the prediction model, which helps 

the model identify patterns in the data. Validation data is used 

throughout the training process to verify the model's 

performance and avoid overfitting, which occurs when the 

model fits the training data too well and performs poorly on 

new data. We can tweak the model's parameters to enhance 

overall performance by keeping an eye on how the model 

performs using the validation data. After training is finished, 

test data is utilized to evaluate the model's overall 

performance. This data offers an unbiased assessment of the 

model's capacity to predict entirely fresh data and is not used 

in the training or validation phases of the process. We can 

make sure that the developed model has strong generalization 

capabilities and is dependable in real-world scenarios by 

segmenting the dataset into training, validation, and testing 

data. 

 

3.4 Supervised model 

 

In the study, the model used to predict the emotional states 

of social media users is the Random Forest Regressor. With 

many separate decision trees cooperating as a group, Random 

Forest is a potent and adaptable machine learning system. 

Every tree in the forest makes a prediction, and the total result 

is calculated by summing together each prediction. This model 

is selected due to its robustness while handling a variety of 

connected and different input variables, as well as its capacity 

to handle vast and complex datasets. To address the key 

parameters and tuning process of the Random Forest model in 

this study, we provide an explanation of each primary 

parameter and the methodology used for optimal selection. 

Random Forest is an ensemble method that constructs multiple 

decision trees and aggregates their outputs, enhancing 

predictive accuracy and robustness. The performance of 

Random Forest depends significantly on several key 

parameters: (1) Number of Trees (n_estimators), which 

defines the number of decision trees in the forest. Generally, a 

higher number of trees can reduce variance, enhancing 

accuracy, but it also increases computational cost. (2) 

Maximum Depth of Trees (max_depth), which limits how 

deep each tree grows. Setting an appropriate depth helps 

balance complexity and overfitting, with deeper trees often 

learning more complex patterns, though at risk of overfitting 

smaller datasets. (3) Minimum Samples per Leaf 

(min_samples_leaf), which determines the minimum number 

of samples at a leaf node, aiding in noise reduction by 

preventing overly specific splits. (4) Minimum Samples per 

Split (min_samples_split), controlling the number of samples 

needed to split an internal node, which helps prevent highly 

specific rules and further reduces overfitting. (5) Maximum 

Features (max_features), limiting the number of features 

considered at each split. This introduces additional 

randomness, reducing variance and improving generalization. 

To select the optimal values for these parameters, we 

employed a Randomized Search Cross-Validation approach, 

balancing computational efficiency with solution quality. 

Randomized search, preferred over grid search, enabled us to 

explore a broader parameter range. The ranges defined for 

tuning included values for n_estimators (e.g., 50 to 500), 

max_depth (e.g., 10 to None), min_samples_split (e.g., 2 to 

15), min_samples_leaf (e.g., 1 to 6), and max_features (e.g., 

‘auto’, ‘sqrt’, ‘log2’). Accuracy served as the primary 

evaluation metric during tuning, aligning with the study’s 

objectives, and cross-validation ensured robust performance 

across different folds, preventing overfitting. The best-

performing parameters were selected based on the highest 

cross-validated accuracy score, yielding an optimal 

configuration used in the final Random Forest model. This 

tuning approach delivered a balanced model that minimizes 

overfitting while ensuring strong predictive accuracy and 

robustness on unseen data. 

To strengthen the model selection, we have also included a 

comparison with another mainstream algorithm, XGBoost. 

XGBoost is a gradient boosting algorithm known for its 

efficiency and high performance on structured data. It builds 

trees sequentially, where each new tree attempts to correct the 

errors of the previous ones, resulting in a more refined 

prediction model. 

The first step in building a model is extracting training and 

testing subsets from the pre-processed dataset. Through the 

use of the training dataset, the model learns to recognize 

patterns and correlations in the data. To optimize the model's 

performance during training, hyperparameters influencing the 

number of trees in the forest and the trees' maximum depth are 

changed. The equation for prediction in Random Forest can be 

expressed as Eq. (1). 

 

�̂� =
1

𝑁
∑𝑦�̂�

𝑁

𝑖=1

 (1) 

 

where, ŷ is the final predicted value, N is the total number of 

trees in the forest and yî is the prediction of the ith tree. Once 

the model is trained, the performance of the model is evaluated 

using the test dataset. This evaluation is done by calculating 

performance metrics such as MSE and R2. The equation for 

MSE should be as Eq. (2). 

 

MSE =
1

𝑛
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑛

𝑖=1

 (2) 

 

where, n is the total number of samples, yiis the actual value 

of the i sample and yî is the predicted value of the i sample. R2 

measures the proportion of variance in the data that is 

explained by the model, and is given by Eq. (3). 

 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

 (3) 

 

where, yi  is the actual value of the i th sample, yî  is the 

predicted value of the ith sample and y̅ is the average of the 

actual values. 

Models with high R2and low MSE are regarded as 

performing well. We employed SHAP to offer a more 

thorough interpretation and comprehend the contribution of 

each feature to the model prediction. Researchers can 

comprehend the impact of each feature on the prediction 

outcomes by using SHAP, a technique that offers a 

standardized and uniform measure of feature relevance. With 

this approach, the Random Forest model is not only able to 

predict emotional states with high accuracy but also provides 

valuable insights into the factors that influence the emotional 

states of social media users. 

 

3.5 Evaluation 

 

The evaluation of the model's performance is a crucial step 
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in assessing its accuracy and reliability in predicting the 

emotional states of social media users [34]. To achieve this, 

we use several key metrics: MSE and R2. The average squared 

difference between the expected and actual numbers is 

measured by the Mean Squared Error or MSE. Better model 

performance is indicated by a smaller MSE, which shows that 

the predictions are more accurate. R2 shows the percentage of 

the dependent variable's volatility that can be predicted based 

on the independent variables. R2 value closer to 1 signifies that 

a large proportion of the variance in the dependent variable has 

been explained by the model, indicating a high level of 

predictive accuracy. 

In addition to these metrics, visualizations such as scatter 

plots of actual versus predicted values and bar charts 

displaying MSE and R2 values for each target emotion are 

employed to provide a more intuitive understanding of the 

model's performance. Scatter plots help identify patterns of 

overfitting or underfitting, while bar charts summarize the 

evaluation metrics in a clear and concise manner. Overall, the 

combination of these quantitative metrics and visual tools 

provides a comprehensive evaluation of the model's 

effectiveness in predicting emotional states, ensuring that the 

model is both accurate and interpretable. 

 

 

4. RESULTS AND DISCUSSION  

 

MSE and R2 are included in the assessment for the 

anticipated emotional states of neutrality, sadness, and 

happiness. Additionally, visualizations such as scatter plots of 

actual versus predicted values are provided to illustrate the 

model's performance. To gain deeper insights into the feature 

contributions, SHAP summary plots and SHAP feature 

importance plots are also presented for each dominant 

emotion. The significance of several variables in predicting the 

emotional states of social media users is examined, along with 

the consequences of the model's predictions, based on an 

analysis and discussion of the data. 

 

4.1 Results comparison for missing value imputation 

methods 

 

In this section, we compare the performance of three 

missing value imputation techniques: mean/mode imputation, 

KNN Imputation, and Iterative Imputation. The results for 

each method are presented for three target variables: 

Dominant_Emotion_Happiness, Dominant_Emotion_Neutral, 

and Dominant_Emotion_Sadness. 

Across all three methods, the RMSE (as represented by the 

MSE values) and R² scores for each target variable remain 

consistent, it can be seen in Figure 2 and Figure 3. This 

indicates that all three imputation techniques produce similar 

predictive accuracy for this particular dataset, with only 

negligible differences observed in the model’s performance. 

This similarity suggests that, in this case, the choice of 

imputation method does not significantly impact the model’s 

performance. However, advanced methods like KNN and 

Iterative Imputation might still be preferable in datasets with 

more complex missing data patterns, as they leverage 

relationships within the data. 

 

 
 

Figure 2. Comparison MSE for different imputation methods 
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Figure 3. Comparison R2 for different imputation methods 

 

4.2 Results for random forest regressor 

 

The analysis of the model's performance, as shown in the 

bar charts, shows how well the Random Forest Regressor 

predicts the emotions of neutrality, happy, and sorrow. The 

MSE evaluation of the model, as presented in Figure 4, 

quantifies the prediction errors by measuring the average 

squared difference between predicted and actual values. 

Lower MSE values indicate higher accuracy.  

 

 
 

Figure 4. The MSE evaluation 

 

For happiness, the model achieves an exceptionally low 

MSE of 0.00045, reflecting very high accuracy. In contrast, 

the neutrality emotion has an MSE of 0.02417, indicating 

relatively larger prediction errors. The MSE for sadness is 

0.01627, reflecting moderate accuracy.  

 

 
 

Figure 5. The R2 evaluation 

 

MSE values reveal the accuracy of the predictions by 

measuring the average squared differences between the 

predicted and actual values. A lower MSE indicates more 

accurate predictions. For the emotion of happiness, the model 

achieves an exceptionally low MSE of 0.00045, indicating 
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very high accuracy. In contrast, the MSE for neutrality is 

higher at 0.02417, suggesting that predictions for this emotion 

are less accurate compared to happiness. The sadness emotion 

has an MSE of 0.01627, reflecting moderate accuracy that is 

better than neutrality but not as high as happiness. 

 

 
 

Figure 6. Actual vs Predicted values for dominant emotion 

happiness 

 

The percentage of variance in the actual values that can be 

predicted from the independent variables is shown by R2 

values, which provide additional insight into the model's 

performance. The R2 of our model is presented in Figure 5. An 

R2 value closer to 1 signifies a better model fit. The model 

exhibits an R2 value of 0.99689 for happiness, indicating that 

nearly all the variance in the happiness data is explained by the 

model. For neutrality, the R2 value is 0.86303, showing strong 

predictive power, although not as high as for happiness. The 

R2 value for sadness is 0.85062, slightly lower than neutrality 

but still representing a good level of variance explained by the 

model. 

We also evaluate the results of the prediction model by 

using a scatter plot to compare the actual and predicted values 

of each dominant emotion, namely happiness, neutrality, and 

sadness. This scatter plot helps visualize the performance of 

the Random Forest Regressor in predicting these emotions 

based on social media usage data. The first scatter plot 

showing actual versus predicted values for the dominant 

emotion happiness is presented in Figure 6. 

R2 value is 0.99689, while the mean squared error (MSE) is 

0.00045. The ideal situation, in which the projected values 

precisely match the actual values, is represented by the red 

dashed line. The points closely follow the diagonal line, 

indicating that the model has made highly accurate predictions 

for the emotion of happiness, with very low prediction errors. 

The second scatter plot depicts the actual versus predicted 

values for the dominant emotion of neutrality is presented in 

Figure 7. The MSE is 0.02417, and the R2 value is 0.86303. 

The points are more dispersed compared to the happiness plot, 

indicating larger prediction errors. 

However, the overall trend still follows the diagonal line, 

suggesting that the model has a good predictive power for 

neutrality, though not as high as for happiness. The third 

scatter plot shows the actual versus predicted values for the 

dominant emotion of sadness is presented in Figure 8. 

 

 
 

Figure 7. Actual vs Predicted values for dominant emotion 

neutral 

 

 
 

Figure 8. Actual vs Predicted values for dominant emotion 

sadness 

 

The MSE is 0.01627, and the R2 value is 0.85062. Similar 

to the neutrality plot, the points are more scattered around the 

diagonal line, indicating moderate prediction errors. The 

model performs reasonably well in predicting sadness, but the 

accuracy is lower compared to happiness. Overall, the scatter 

plots indicate that the model performs best for predicting 

happiness, followed by neutrality and sadness. The close 

alignment of points along the diagonal line for happiness 

shows that the model has high accuracy for this emotion, while 

the increased dispersion for neutrality and sadness reflects 

relatively higher prediction errors. 

To gain a deeper understanding of feature contributions and 

interactions, we analyze the SHAP Feature Importance and 

SHAP Summary Plots for each dominant emotion. Figure 9 

displays the SHAP Feature Importance for happiness, showing 

the mean absolute SHAP values for each feature. The most 

influential feature is Daily Usage Time (minutes), followed by 

Comments Received Per Day and Messages Sent Per Day. 

This suggests that time spent on social media and social 

interactions through comments and messages are key 

indicators of happiness. Other influential features include 

Dominant Emotion Anxiety, Dominant Emotion Anger, and 

Posts Per Day. 
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Figure 9. SHAP feature importance for dominant emotion 

happiness 

 

The features have been arranged in order of significance. 

The most influential feature is the Daily Usage Time 

(minutes), followed by Comments Received Per Day and 

Messages Sent Per Day. This suggests that social media usage 

and the relationships that occur through messages and 

comments are important indicators of pleasure. Other notable 

features include Dominant Emotion Anxiety, Dominant 

Emotion Anger, and the number of Posts Per Day. 

In the SHAP Summary Plot for happiness (Figure 10), each 

dot represents a Shapley value for a feature in a specific 

instance. The color gradient from red to blue indicates high to 

low feature values. A broader spread of SHAP values for Daily 

Usage Time suggests a strong influence on happiness 

prediction. Higher daily usage is associated with positive 

SHAP values, implying that increased time on social media 

positively correlates with happiness. Moreover, we observe 

interactions between Comments Received Per Day and 

Messages Sent Per Day, where higher values of both features 

contribute positively to happiness, highlighting the role of 

social engagement. 

Every dot in the dataset represents a single instance of a 

feature's Shapley value. The color of the dots indicates the 

feature value, with red representing high values and blue 

representing low values. The horizontal spread of the dots 

shows the range of SHAP values for that feature. For example, 

Daily Usage Time (minutes) has a wide spread, indicating a 

strong influence on the prediction. High values of Daily Usage 

Time are associated with higher SHAP values, suggesting that 

more time spent on social media is positively correlated with 

happiness. Similarly, high values of Comments Received Per 

Day and Messages Sent Per Day also show a positive impact 

on the predicted happiness. 

For neutrality, Figure 11 presents SHAP Feature 

Importance, where Comments Received Per Day has the 

highest influence, followed by Dominant Emotion Boredom 

and Dominant Emotion Anxiety. This indicates that neutral 

emotions are significantly influenced by social feedback and 

boredom. Figure 12 shows the SHAP Summary Plot for 

neutrality, revealing interactions between Comments 

Received Per Day and other emotional indicators like boredom 

and anxiety. High comment counts are associated with higher 

SHAP values, suggesting that neutral emotions correlate with 

frequent social interactions. Furthermore, higher values for 

boredom and anxiety are linked to neutrality, indicating that 

certain emotional states (like boredom and anxiety) are 

predictive of a neutral stance on social media. 

The features are ranked based on their importance. The most 

influential feature is Comments Received Per Day, followed 

by Dominant Emotion Boredom and Dominant Emotion 

Anxiety. This indicates that the number of comments received 

and the levels of boredom and anxiety significantly impact the 

prediction of the neutral emotion. Other notable features 

include Daily Usage Time (minutes), Dominant Emotion 

Anger, and the number of Posts Per Day. 

Next, we evaluated Summarry Plot for Dominant Emotion 

Neutral. The visualization presented in Figure 10. For each dot 

represents a Shapley value for a feature and a single instance 

in the dataset. The color of the dots indicates the feature value, 

with red representing high values and blue representing low 

values. The horizontal spread of the dots shows the range of 

SHAP values for that feature. For example, Comments 

Received Per Day has a wide spread, indicating a strong 

influence on the prediction. High values of Comments 

Received Per Day are associated with higher SHAP values, 

suggesting that receiving more comments is positively 

correlated with neutral emotion. Similarly, high values of 

Dominant Emotion Boredom and Dominant Emotion Anxiety 

also show a significant impact on the predicted neutrality. 

 

 
 

Figure 10. SHAP summary plot for dominant emotion 

happiness 

 

For sadness, the SHAP Feature Importance in Figure 13 

ranks Comments Received Per Day as the most impactful 

feature, followed by Daily Usage Time and Snapchat 

Platform. This suggests that social media interaction and 
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platform-specific use are significant predictors of sadness. 

Figure 14, the SHAP Summary Plot for sadness, illustrates the 

interaction between Comments Received Per Day and Daily 

Usage Time. Higher values of these features tend to increase 

the SHAP value for sadness, signifying a positive correlation 

with predicted sadness. Notably, instances with higher 

Snapchat Platform usage display elevated sadness predictions, 

highlighting platform-specific behaviors influencing 

emotional outcomes. 

 

 
 

Figure 11. SHAP feature importance for dominant emotion 

neutral 

 

 
 

Figure 12. SHAP summary plot for dominant emotion 

neutral 

 
 

Figure 13. SHAP summary plot for dominant emotion 

sadness 

 

The quantity of comments received daily (Comments 

Received Per Day) was the most important factor, followed by 

the amount of time spent using Snapchat each day (Daily 

Usage Time in Minutes) and the amount of time spent on the 

platform (Snapchat Platform). This shows that the number of 

comments received, time spent on social media, and Snapchat 

usage are significant predictors of sadness emotions. Other 

important features included the use of the Twitter platform 

(Twitter Platform), the number of posts per day (Posts Per 

Day), and age 26. 

The following SHAP Feature Importance for dominant 

emotion sadness is presented in Figure 14. 

Every dot in the dataset represents the Shapley value for a 

particular feature occurrence. The value of the characteristic is 

represented by the color of the dot, where red indicates high 

values and blue indicates low values. The horizontal spread of 

the dots indicates the range of SHAP values for the feature. 

For instance, there is a significant variation in the quantity of 

comments received each day, indicating a significant impact 

on forecast. Higher SHAP values are connected with higher 

numbers of comments received daily, suggesting a positive 

relationship between the quantity of comments received and 

the feeling of melancholy. Similarly, high values of daily 

usage time and Snapchat platform usage also showed a 

significant impact on grief prediction. Overall, the SHAP 

analysis reveals that happiness is most strongly associated 

with active social engagement (comments and messages), 

while neutrality and sadness have complex interactions with 

features like boredom, anxiety, and platform-specific usage. 

These findings emphasize the importance of social 

engagement and platform choice in predicting emotions, with 

nuanced interactions that enhance our understanding of social 

media behaviors and emotional states. 
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Figure 14. SHAP summary plot for dominant emotion 

sadness 

 

4.3 Results for XGBoost 

 

XGBoost achieved an overall accuracy of 99.05%, 

demonstrating strong predictive performance. The 

classification report provides detailed metrics for each class, 

including precision, recall, and F1-score, which offer insights 

into how well the model performs across different target 

classes. 

For each class (0 through 5), the precision, recall, and F1-

scores are close to 1.0, indicating near-perfect performance in 

identifying each category correctly. This suggests that 

XGBoost is effective in distinguishing between different 

emotional states with minimal error. The macro and weighted 

averages for precision, recall, and F1-score are all 0.99, which 

further emphasizes the model's reliability across all classes. 

In comparison to the initial model (Random Forest 

Regressor), XGBoost provides a high level of accuracy and 

robust performance across the board. The choice of Random 

Forest as the primary model remains justified due to its 

interpretability and stability, but XGBoost demonstrates 

comparable accuracy, making it a strong alternative. The 

results suggest that both models are capable of handling the 

complexities of the dataset effectively, with XGBoost offering 

a slight edge in precision and recall across specific classes. 

 

4.4 Discussion 

  

The results obtained from the model predictions and the 

SHAP analysis provide significant insights into the factors 

influencing emotional states as predicted from social media 

usage. The evaluation measures, which include R² and MSE, 

show how well the model performs in relation to the three 

main prevailing emotions: sorrow, neutrality, and happiness. 

The analysis revealed that the Daily Usage Time and 

Comments Received Per Day are consistently among the top 

influential features for predicting emotional states. 

Specifically, for happiness, significant predictors include the 

amount of time spent on social media and the volume of 

interactions via messages and comments. This aligns with 

existing literature suggesting that social interactions on digital 

platforms can enhance positive emotional experiences.  

To address prediction error cases, we analyzed instances 

where the model's predictions deviated significantly from the 

actual values. For happiness, error cases often occurred when 

users displayed inconsistent engagement patterns, such as 

fluctuating levels of social interaction, which confused the 

model. For neutrality, errors were common when users 

exhibited mixed emotional signals, such as high engagement 

alongside signs of underlying anxiety or boredom, indicating 

the challenge of capturing emotional balance. For sadness, 

mispredictions were frequently associated with atypical 

platform usage patterns, where the emotional impact of 

comments varied depending on the context, such as the nature 

or tone of the comments. These error analyses highlight the 

need for more context-aware features and further refinement 

of the model to account for these complexities. 

The SHAP summary plots provided a detailed view of how 

individual feature values impact the model's predictions. High 

values of comments received and daily usage time, for 

instance, were shown to have a substantial positive correlation 

with the predicted emotional states. The ability to read the 

model in great detail is essential for comprehending how the 

model makes decisions and for creating tactics that will 

favorably affect user emotions. In terms of practical 

application, the research findings offer valuable insights for 

social media platform design and user emotion intervention 

strategies. For example, platforms can be designed to promote 

healthier engagement by encouraging positive interactions, 

such as supportive comments and meaningful messaging. 

Additionally, user emotion interventions could include 

personalized recommendations for content or reminders to 

take breaks based on detected emotional states, helping to 

manage well-being and mitigate negative emotions. These 

applications can enhance user experience while promoting 

emotional health on digital platforms. 

 

 

5. CONCLUSION 

 

This study demonstrates the efficacy of supervised learning 

models, particularly Random Forest, in predicting emotional 

states based on social media usage patterns. High accuracy 

was demonstrated by the model evaluation using metrics like 

MSE and R², particularly for the happiness prediction. The 

SHAP analysis provided valuable insights into feature 

importance, highlighting that Daily Usage Time, Comments 

Received Per Day, and platform-specific interactions 

significantly influence emotional states. 

The findings underline the critical role of social interactions 

and engagement on social media platforms in shaping users' 

emotions. Positive interactions, as indicated by comments and 

active usage, are strongly correlated with happiness, whereas 

negative emotions like sadness are influenced by the nature 

and frequency of social validations and specific platform 

usage. This implies that social media interactions—both in 

terms of volume and quality—are crucial indicators of 

emotional health. 

These insights have practical implications for developing 

interventions aimed at enhancing digital well-being. By 

understanding which features most impact emotional states, 
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platforms can design features and algorithms that promote 

positive interactions and mitigate negative experiences. 

Additionally, users can be educated on how their social media 

habits may affect their emotional health, encouraging more 

mindful and balanced usage. 

However, this study has several limitations. One major 

limitation is the representativeness of the data, as the dataset is 

derived from specific social media platforms, which may not 

generalize well to other platforms or user demographics. 

Additionally, the features used in the model may not 

comprehensively capture all relevant aspects of social media 

usage that influence emotions, such as the content or sentiment 

of posts and interactions. The model's adaptability is also a 

concern, as it has not been validated across different platforms 

to test its generalization capability. Future research should 

address these limitations by incorporating more diverse 

datasets, enhancing feature completeness, and performing 

cross-platform validation experiments. Furthermore, 

longitudinal studies are needed to explore the long-term 

effects of digital interactions on emotional health and refine 

models to better understand the dynamic nature of social 

media's impact on emotions. 
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