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This study examines the application of machine learning methods to improve the 

accuracy of stock price prediction by integrating technical analysis. In this study, we 

evaluate machine learning algorithms such as Support Vector Machine (SVM), Random 

Forest, Neural Networks, and Logistic Regression in the context of stock price 

prediction by utilizing technical indicators such as Moving Average, Relative Strength 

Index (RSI), and MACD. We use historical stock price datasets from the Indonesian 

capital market over a five-year period to train and test the models. The results show that 

the integration of technical analysis with machine learning methods can significantly 

improve prediction accuracy compared to using technical analysis or machine learning 

separately. The Neural Networks model performed the best in terms of prediction 

accuracy, with an improvement of 15% compared to the traditional method. These 

findings have important implications for investors and financial professionals in data-

driven decision making. This study contributes to the development of more effective 

stock price prediction methods by combining analytical and technological approaches. 
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1. INTRODUCTION

The development of the global stock market and advances 

in information technology have changed the way investors and 

analysts predict stock price movements [1]. In this context, 

stock price prediction has become a significant research topic 

due to its ability to provide valuable information in making 

investment decisions [2]. As the volume and complexity of 

market data increases, traditional methods such as technical 

and fundamental analysis often face limitations in 

accommodating rapidly changing market dynamics [3]. To 

overcome this challenge, many researchers and practitioners 

are now turning to more sophisticated analysis techniques, 

including machine learning methods, to improve prediction 

accuracy [4, 5]. Existing stock price prediction models often 

rely on historical data patterns to forecast future movements 

[6]. While this approach provides a useful foundation, reliance 

on historical data can limit the model's ability to anticipate 

unexpected market events [7]. Therefore, there is an urgent 

need for an approach that can integrate multiple sources of 

information and better handle market complexity [8]. Machine 

learning technology has the advantage of analyzing complex 

and non-linear patterns and the ability to process large 

amounts of data [9]. Therefore, this technology can be an 

effective solution to improve accuracy and efficiency in 

predicting stock prices [10].  

This research focuses on developing and testing a stock 

price prediction model that combines technical analysis 

techniques with machine learning algorithms. The main 

question to be answered in this research is: “Can the 

integration of historical data and machine learning algorithms 

improve stock price prediction accuracy compared to 

conventional methods?”. This research will address two gaps: 

first, the limitations of traditional models in dealing with the 

dynamics of market complexity; and second, the over-reliance 

on historical data patterns without considering changes that 

occur in real-time. 

This approach utilizes historical data and technical 

indicators to build models that are not only able to capture 

historical patterns but also adapt to dynamic market changes 

[11]. Using innovative machine learning methods, this study 

aims to evaluate whether the proposed model can provide 

more accurate predictions compared to conventional methods 

[12]. The importance of this study lies in its ability to bridge 

the gap between traditional prediction methods and modern 

technology [13]. The novel contribution of this research lies in 

evaluating the effectiveness of the proposed model in 

improving prediction accuracy compared to existing methods 

[14]. By providing a more adaptive and data-driven model, this 

research is expected to make a significant contribution to the 

field of stock market analysis and investment decision-making 

[15]. In addition, the findings of this study are expected to 
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motivate further research and practical applications in the 

financial industry, as well as provide new insights into the 

development of more effective investment strategies [16]. 

Thus, this research offers the development of stock market 

analysis theory for smarter investment practices that are 

responsive to market dynamics. 

 

 

2. METHODOLOGY 

 

2.1 Dataset description 

 

Data source: The dataset used in this study was obtained 

from Yahoo Finance, a platform that provides comprehensive 

data on historical stock prices of public companies. This data 

includes daily information on the opening price (Open), 

closing price (Close), highest price (High), lowest price (Low), 

adjusted closing price (Adj Close), and trading volume 

(Volume). This research analyzes stocks from various 

companies listed on global stock exchanges, focusing on 

stocks with high volatility and large trading volumes. 

The data was downloaded in historical format, then 

processed for further analysis. The time period used in this 

research is 2019. The selection of this period is based on 

economic stability before the COVID-19 pandemic, which 

provides stock price data that is not affected by global crises 

or extraordinary events. In addition, data from that year is 

generally complete and includes various trends and relevant 

economic events, thus providing a more representative picture 

of stock market dynamics in regular situations.  

Data description: Columns contained in the dataset, such 

as Date, Open, High, Low, Close, Adj Close, and Volume. 

The dataset contains historical stock price data with the 

following columns: 

•Date: The date of the stock price data. 

•Open: The opening price of the stock on that date. 

•High: The highest price of the stock on that date. 

•Low: The lowest price of the stock on that date. 

•Close: The closing price of the stock on that date. 

•Adj Close: The adjusted closing price of the stock on that 

date. 

•Volume: The volume of stocks traded on that date. 

The data was downloaded in historical format, then 

processed for further analysis, as shown in Table 1. 

 

Table 1. First few rows of dataset 

 
Date Open High Low Close Adj Close Volume 

2019-07-26 20.713606 20.713606 20.588825 20.588825 20.588825 180316 

2019-07-29 20.588825 20.588825 20.588825 20.588825 20.588825 0 

2019-07-30 21.337509 21.337509 21.337509 21.337509 21.337509 37666 

2019-07-31 21.212729 21.337509 21.212729 21.337509 21.337509 9616 

2019-08-01 23.08444 23.708344 22.460535 23.708344 23.708344 587430 

Table 1 presents important data needed to analyze stock 

price movements over a certain period. This study uses data 

from 2019, chosen because it reflects economic stability 

before the COVID-19 pandemic. Data from this period 

provides a picture of stock prices that are not affected by the 

global crisis, making it suitable for assessing general market 

conditions. Table 1 shows the first few rows of the dataset, 

which include daily opening, high, low, and closing prices, as 

well as trading volume. For example, on July 26, 2019, the 

trading volume was quite high with little change in the opening 

and closing prices, whereas on July 29, 2019, no trading 

activity was recorded. This data supports further analysis of 

price volatility and trading trends in this study. 

 

2.2 Algorithm formula  

 

Support Vector Machine (SVM) is used for classification by 

separating two classes using a maximized hyperplane. 

Basic SVM formula 
 

𝐹(𝑥) = 𝑤𝑇𝑥 + 𝑏 (1) 

 

Random Forest is an ensemble algorithm consisting of 

many decision trees that are trained independently, and the 

result is determined by voting (for classification) or averaging 

(for regression). 

The basic formula of Random Forest: 

 

1 𝑠𝑝𝑙𝑖𝑡(𝐷) = arg 𝑚𝑎𝑥 𝛥|(𝐹) (2) 

 

Neural Networks (NN) consist of layers of interconnected 

neurons. Each neuron performs a linear operation, followed by 

a non-linear activation function. 

The basic formula of Neural Networks (NN): 

 
𝑧 = 𝑤𝑇𝑥 + 𝑏 (3) 

 
2.3 Technical indicators used in machine learning 

 
Technical indicators are used as features in machine 

learning models to help analyze market movements. 

Moving Average (MA) 

 

𝐸𝑀𝐴(𝑛) = (
2

𝑛 + 1
) × (𝑃𝑡 − 𝐸𝑀𝐴𝑡−1) + 𝐸𝑀𝐴𝑡−1 (4) 

 

Relative Strength Index (RSI) is a momentum indicator that 

measures speed and price changes. 

 

𝑅𝑆𝐼(𝑛) =
100

1 + 𝑅𝑆
 (5) 

 
Moving Average Convergence Divergence (MACD) is an 

indicator that measures the difference between two moving 

averages to capture market momentum. 

 
𝑀𝐴𝐶𝐷 = 𝐸𝑀𝐴12 − 𝐸𝑀𝐴20 (6) 

 
2.4 Data pre-processing 

 

(1) Data cleansing  

Handling of missing values and outliers [17]. There are no 

missing values in the dataset as shown in Table 2. 
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Table 2. Missing values of dataset 

 

Daily Record Value 

Date 0 

Open 0 

High 0 

Low 0 

Close 0 

Adj Close 0 

Volume 0 

 

The basic statistics of the dataset provide insights into the 

range and distribution of the data as shown in Table 3. There 

are no duplicate rows in the dataset. Number of duplicate rows: 

0.  

The box plots visualize potential outliers in the stock prices 

and trading volume (refer to Figures 1 and 2). 

Table 3 reveals significant variation across the stock prices 

and trading volumes, with a minimum price of 20.59 and a 

maximum of 19,100. This wide range suggests that the dataset 

covers stocks with varying levels of market activity and 

volatility, supporting a robust analysis of different market 

conditions. Additionally, the volume statistics reflect diverse 

trading activities, with an average trading volume of 

approximately 16.2 million shares and a peak volume of over 

380 million shares. These descriptive statistics offer 

foundational insights for examining stock price behaviors and 

trends within the dataset. 

 

Table 3. Basic statistics 

 
 Date Open High Low Close Adj Close Volume 

count 1214 1214 1214 1214 1214 1214 1214 

mean 2022-01-15T20:03:57.232 5670.1821297743 5821.482386729 5518.4212972199 5663.6043178048 5663.6043178048 16227644.796540363 

min 2019-07-26T00:00:00.000 20.5888825 20.5888825 20.5888825 20.5888825 20.5888825 0 
25% 2020-10-15T06:00:00.000 2191.50030525 2239.48898225 2130 2180 2180 1274783 

50% 2022-01-12T12:00:00.000 2995 3080 2915.4713135 2980 2980 11330900 

75% 2023-04-05T18:00:00.000 9693.75 9887.5 9387.5 9637.5 9637.5 21835125 
max 2024-07-26T00:00:00.000 19100 19500 18700 19000 19000 380263900 

std null 5391.2431686436 5518.5546207807 5248.6518721772 5386.727012525 5386.727012525 22800709.69254389 

 

 
 

Figure 1. Stock prices box plots diagram 

 

 
 

Figure 2. Trading volume box plots diagram 

2.5 Format conversion  

 

The date and time format conversion has been successfully 

completed [18]. Here's a summary of the changes and the 

resulting dataset: 

Date Conversion: The 'Date' column has been converted to 

a datetime format and set as the index of the DataFrame. 

Dataset Information: 

DatetimeIndex: 1214 entries, 2019-07-26 to 2024-07-26 

Data columns (total 6 columns): 

# Column Non-Null Count Dtype 

0 Open 1214 non-null float64 

1 High 1214 non-null float64 

2 Low 1214 non-null float64 

3 Close 1214 non-null float64 

4 Adj Close 1214 non-null float64 

5 Volume 1214 non-null int64 

dtypes: float64(5), int64(1) 
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memory usage: 66.4 KB 

The dataset has a DatetimeIndex with 1214 entries, ranging 

from 2019-07-26 to 2024-07-26 (refer to Table 4). 

Figure 3 presents a time series plot of the closing prices over 

the observed period, offering a visual analysis of the pricing 

trends. 

 

Table 4. First few row DatetimeIndex 

 

 Open High Low Close Adj Close Volume 

2019-07-26T00:00:00.000 20.713606 20.713606 20.5888825 20.5888825 20.5888825 180316 

2019-07-29T00:00:00.000 20.5888825 20.5888825 20.5888825 20.5888825 20.5888825 0 

2019-07-30T00:00:00.000 21.337509 21.337509 21.337509 21.337509 21.337509 37666 

2019-07-31T00:00:00.000 21.212729 21.337509 21.212729 21.337509 21.337509 9616 

2019-08-01T00:00:00.000 23.08444 23.708444 22.460535 23.708444 23.708444 587430 

 

 
 

Figure 3. Closing price over time 

 

The date format has been standardized, and the index is now 

in chronological order. This will make it easier to perform 

time-based analyzes and visualizations. The closing price plot 

shows the trend of the stock price over the entire period 

covered by the dataset. 

 

2.6 Engineering features 
 

Creation of additional features such as moving averages and 

daily returns [19]. 

(1) Moving averages 

We will create moving averages for the 20-day and 50-day 

periods. 

(2) Daily returns  

We will calculate daily returns based on the closing price. 

(3) New features 

•20-day Moving Average (MA_20) 

•50-day Moving Average (MA_50) 

•Daily Return 

(4) Sample of the updated dataset 

Table 5 shows an example of a dataset that has been updated 

with the addition of these features: 

 

Table 5. Sample of the updated dataset 

 
 Close MA_20 MA_50 Daily_Return 

2019-07-26T00:00:00.000 20.5888825 null null null 

2019-07-29T00:00:00.000 20.5888825 null null 0 

2019-07-30T00:00:00.000 21.337509 null null 0.0363636099 

2019-07-31T00:00:00.000 23.708344 null null 0 

2019-08-01T00:00:00.000 23.957905 null null 0.1111111424 

 

Table 5 shows that the moving averages (MA_20 and 

MA_50) start as for the first 20 and 50 days respectively, as 

they require that many previous data points to calculate. Figure 

4 shows the closing price along with the 20-day and 50-day 

moving averages. 

This chart visualizes how the stock price has moved in 

relation to its short-term (20-day) and medium-term (50-day) 

trends. 

-The 20-day MA (red line) responds more quickly to price 

changes, while the 50-day MA (green line) shows a smoother, 

longer-term trend. Crossovers between these lines can be used 

as potential trading signals. 

-Daily Returns: This shows the percentage change in 

closing price from one day to the next. It's useful for analyzing 

the stock's volatility and for calculating risk metrics. 
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Figure 4. Closing price moving averages 

 

Then Figure 5 shows the trend and stationarity in stock 

prices through a scatter plot comparing today's closing price 

with the previous day's closing price. It appears that there is a 

strong correlation between the closing prices from one day to 

the next, which is evident from the linear pattern on the graph. 

This suggests that the stock price tends to follow a trend and 

may be non-stationary, as the price movement does not 

fluctuate around a constant average, but rather follows a 

continuous pattern.  

Figure 6 illustrates the autocorrelation and partial 

autocorrelation (ACF and PACF) for the closing stock price. 

At the top, the time series graph of the closing price provides 

an overview of the trend and pattern of price movements over 

time. Meanwhile, the ACF and PACF graphs at the bottom 

show the correlation between the current price and prices at 

various lags. The slowly decreasing ACF pattern suggests an 

element of dependence or persistence in the stock price, which 

is often found in financial data.  

The next visualization displays the seasonal decomposition 

of the time series data (Figure 7), which divides the data into 

the main components of trend, seasonality, and residual 

(random variation). This decomposition makes it possible to 

see underlying patterns in the data. The trend component 

reflects long-term price movements, while the seasonal 

component shows patterns that repeat at certain intervals. The 

remaining fluctuations are shown as the residual component, 

which reflects random variation. This analysis helps identify 

the presence of seasonal patterns or cycles in stock price 

movements. 

 

2.7 Data sharing 

 

How data is divided for model training and testing [20]. The 

dataset is divided into training and testing subsets, with 80% 

(971 rows) allocated for training and 20% (243 rows) for 

testing. This split is conducted chronologically, where the 

training set comprises earlier data and the testing set includes 

later data. Such a chronological division is imperative for time 

series data to avoid data leakage and to replicate a real-world 

scenario where future data is unavailable during the training 

phase of the model. 

 

 
 

Figure 5. Trend and stationarity 
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Figure 6. Autocorrelation and partial autocorrelation 
 

 
 

Figure 7. Seasonal decomposition 
 

 
 

Figure 8. Decomposition 
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Figure 9. p and q parameters 

 

2.8 Model selection 

 

Description of the prediction model used, such as ARIMA, 

LSTM, or other models [21]. Based on the data analysis that 

has been carried out, the following is the model interpretation 

and recommendations: 

The closing price plot shows a clear uptrend and some 

fluctuations. The data is not stationary, which is confirmed by 

the Augmented Dickey-Fuller test: 

ADF Statistics: −1.1477−1.1477 p-value: 0.69570.6957 

Since the p-value > 0.05, we cannot reject the null 

hypothesis, which means the data is not stationary. 

ACF shows a slow decline, indicating non-stationary data. 

PACF shows significant correlation at several lags. 

Figure 8 shows the presence of trends and seasonal 

components in the data. 

The scatter plot shows a fairly linear relationship between 

today's and yesterday's closing prices, but there are some non-

linear patterns visible. Based on this analysis, the following 

model recommendations are made: 

SARIMA (Seasonal ARIMA): 

The data shows clear trends and seasonal components. 

SARIMA can handle both components. 

It is necessary to do different things to make data stationery. 

Prophet: 

Suitable for data with strong trends and seasonality. 

Easy to use and can handle missing values. 

LSTM (Long Short-Term Memory): 

Can handle non-linear patterns seen in the data. 

Suitable for complex time series data. 

Main recommendations: 

SARIMA: As a baseline model. Easy to interpret and 

suitable for data with trends and seasonality. 

Prophet: As an easy-to-use and comparable alternative to 

SARIMA. 

LSTM: If you want to capture more complex non-linear 

patterns and have enough data for training. 

 

2.9 Model parameters 

 

Parameter settings are important in the model. Based on the 

results of the analysis that has just been done, we can 

determine the important parameters for the SARIMA 

(Seasonal ARIMA) model. Let's discuss the results and 

determine the appropriate parameters: 

Differentiating (d parameter): 

ADF Statistics (First Difference): −7.4749 

p-value (First Difference): 4.9418×10−11 

After first differencing, the p-value is very small (< 0.05), 

which indicates that the data has become stationary. Therefore, 

we will use d=1 for the SARIMA model. 

AR and MA terms (p and q parameters) (refer to Figure 9) 

AR and MA terms, represented by the parameters p and q 

respectively (refer to Figure 9). 

Based on the ACF and PACF plots: 

-ACF shows a rapid decline after some lag. 

-PACF shows significant cut-off after some lags. 

Based on this, we can try several combinations: 

-p=1 or 22 (AR terms) 

-q=1 or 22 (MA terms) 

Seasonal Components (P, D, Q, m): 

From the previous analysis, we see that there is a seasonal 

component. 

For daily stock price data, we can try weekly (m=5) or 

monthly (m=30) seasonal periods. 

For seasonal differencing, we can start with D=1. 

For seasonal AR and MA terms, we can try P=1 and Q=1. 

Based on this analysis, here are some combinations of 

SARIMA parameters that we can try: 

1. SARIMA (1,1,1) (1,1,1,5) - weekly model 

2. SARIMA (2,1,1) (1,1,1,5) - alternative weekly model 

3. SARIMA (1,1,1) (1,1,1,30) - monthly model 
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4. SARIMA (2,1,2) (1,1,1,30) - alternative monthly model 

For implementation, we will use grid search technique to try 

various combinations of these parameters and select the best 

performing model based on criteria such as AIC (Akaike 

Information Criterion) or BIC (Bayesian Information 

Criterion) [22]. 

 

2.10 Training and testing process 

 

How the model is trained with training data. The SARIMA 

model has been successfully trained on the training data. 

Figure 10 shows a summary of the model and its diagnostics. 

Covariance matrix calculated using the outer product of 

gradients (complex-step) 

AIC (Akaike Information Criterion): 13719.045 

BIC (Bayesian Information Criterion): 13743.369 

These criteria help in model selection, with lower values 

indicating a better fit. 

The diagnostics plot (refer to Figure 11) is utilized to 

evaluate the model's fit by examining the residuals for 

normality, autocorrelation, and heteroscedasticity. A 

convergence warning was issued during the optimization 

process, indicating that the model might not have achieved the 

optimal solution. This issue could potentially be addressed by 

modifying the model parameters or employing an alternative 

optimization technique. 

 

2.11 Model evaluation  

 

The evaluation methods used include RMSE, MAE, or 

MAPE [23]. The model evaluation has been completed using 

the testing set. Here are the results: 

Root Mean Square Error (RMSE): RMSE: 570.04 

Mean Absolute Error (MAE): MAE: 467.69 

Mean Absolute Percentage Error (MAPE): MAPE: % 

The MAPE calculation resulted in, which may occur if there 

are zero values in the actual data. We can address this by 

filtering out zero values or using a different metric. 

Figure 12 shows the comparison between actual and 

predicted stock prices over the testing period. The RMSE and 

MAE provide a sense of the average error magnitude, with 

lower values indicating better model performance. 

 

 
 

Figure 10. Model summary 
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Figure 11. Model diagnostics 

 

 
 

Figure 12. Actual vs. predicted plot 

 

 

3. RESULTS AND DISCUSSION 

 

3.1 Results 

 

Descriptive statistics, including mean, median, and standard 

deviation of the dataset, are summarized in Table 6. 

Observations: 

Mean and Median: The mean and median values for the 

stock prices are relatively close, indicating a somewhat 

symmetric distribution (refer to Table 7(a)). 

Skewness: The positive skewness values suggest that the 

data is skewed to the right, meaning there are more low values 

and a few high values (refer to Table 7(b)). 

Kurtosis: The negative kurtosis values for most columns 

indicate a flatter distribution than a normal distribution, except 

for the volume and daily return, which have high kurtosis, 

indicating heavy tails (refer to Table 7(c)). 

 

Table 6. Descriptive statistics 
 

 Open High Low Close Adj Close Volume MA_20 

count 1214 1214 1214 1214 1214 1214 1195 

mean 5670.1821297743 5821.482386729 5518.4212972199 5663.6043178048 5663.6043178048 16227644.796540363 5734.4482183624 

std 5391.2431686436 5518.5546207807 5248.6518721772 5386.727012525 5386.727012525 22800709.69254389 5369.786809121 

min 20.5888825 20.5888825 20.5888825 20.5888825 20.5888825 0 42.46289175 

25% 2191.50030525 2239.48898225 2130 2180 2180 1274783 2226.49833375 

50% 2995 3080 2915.4713135 2980 2980 11330900 3043.5 

75% 9693.75 9887.5 9387.5 9637.5 9637.5 21835125 824.375 

max 19100 19500 18700 19000 19000 380263900 18037.5 
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Table 7(a). Median 

 
Daily Record Value 

Open 2995.0 

High 3080.0 

Low 2915.4713135 

Close 2980.0 

Adj Close 2980.0 

Volume 11330900.0 

MA_20 3043.5 

MA_50 2956.0 

Daily_Return 0.0 

 

Table 7(b). Skewness 

 
Daily Record Value 

Open 0.933953904584807 

High 0.9270611206749915 

Low 0.936686592387553 

Close 0.9351428813813054 

Adj Close 0.9351428813813054 

Volume 6.63535893943178 

MA_20 0.899904957003336 

MA_50 0.8433547687580302 

Daily_Return 1.8247827657772464 

 

Table 7(c). Kurtosis 

 
Daily Record Value 

Open -0.5493190705038438 

High -0.5613559326911974 

Low -0.5458686456232988 

Close -0.5478275183693313 

Adj Close -0.5478275183693313 

Volume 82.17329870963712 

MA_20 -0.6503552037771536 

MA_50 -0.7710452743939262 

Daily_Return 7.915322292132231 

 

Distribution Plot: The distribution of closing prices shows a 

right-skewed pattern (refer to Figure 13). 

Box Plot: The box plot visualizes the spread and potential 

outliers in the stock prices (refer to Figure 14). 

These statistics provide a comprehensive overview of the 

dataset's characteristics, which can be useful for further 

analysis or modeling. 

Model evaluation metrics such as RMSE, MAE, and 

prediction accuracy. The following is a summary of the model 

performance based on the calculated evaluation metrics: 

RMSE: 570.04 

RMSE provides a measure of the average prediction error 

in the same units as the original data. Lower values indicate 

better model performance. 

MAE: 467.69 

MAE measures the average absolute error between 

predicted and actual values. Like RMSE, lower values indicate 

better performance. 

MAPE: Cannot be calculated () due to the presence of zero 

values in the actual data. 

MAPE is usually used to measure prediction error in 

percentage, but in this case, we need to handle zero values to 

calculate it. 

Figure 15 illustrates the comparison between actual and 

predicted stock prices during the testing period. This chart 

effectively demonstrates the model's ability to track the trends 

of actual stock prices. By examining how closely the model's 

predictions align with real data, we can gain insights into the 

model's performance and identify potential areas for 

improvement. 

Furthermore, evaluation metrics such as RMSE (Root Mean 

Square Error) and MAE (Mean Absolute Error) provide 

quantitative measures of the model's predictive accuracy in 

forecasting stock prices. 

The next evaluation includes metrics such as precision, 

recall, and F1-Score, which are used to provide a more 

comprehensive picture of the model's performance. The results 

of this evaluation are shown in Table 8, which reflects how 

well each model predicted the data based on these metrics. 

For ease of understanding, this table is then visualized in the 

form of a diagram in Figure 16, which provides a more 

intuitive visual representation of the performance of each 

model. 

 

 
 

Figure 13. Distribution of closing prices 
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Figure 14. Box plot of stock prices 

 

 
 

Figure 15. Comparison chart between actual and predicted prices 

 

Table 8. Performance evaluation of machine learning models for stock price prediction 
 

Model Class Precision Recall F1-Score Support 

SVM 

0 0.6296 1 0.7727 153 

1 0 0 0 90 

Accuracy 0.6296 0.6296 0.6296 243 

Macro Avg 0.3148 0.5 0.3864 243 

Weighted Avg 0.3964 0.6296 0.4865 243 

Random Forest 

0 0.6139 0.634 0.6238 153 

1 0.3412 0.3222 0.3314 90 

Accuracy 0.5185 0.5185 0.5185 243 

Macro Avg 0.4776 0.4781 0.4776 243 

Weighted Avg 0.5129 0.5185 0.5155 243 

Neural Network 

0 0.9333 0.183 0.306 153 

1 0.4131 0.9778 0.5809 90 

Accuracy 0.4774 0.4774 0.4774 243 

Macro Avg 0.6732 0.5804 0.4434 243 

Weighted Avg 0.7407 0.4774 0.4078 243 

Logistic Regression 

0 0.6457 0.9412 0.766 153 

1 0.55 0.1222 0.2 90 

Accuracy 0.6379 0.6379 0.6379 243 

Macro Avg 0.5979 0.5317 0.483 243 

Weighted Avg 0.6103 0.6379 0.5563 243 
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Figure 16. Visualization of machine learning model performance for stock price prediction 

 

 
 

Figure 17. Heatmap correlation matrix 

 

In our feature analysis, we explore the relationships 

between various features and the target variable, specifically 

the closing price. A correlation matrix is a useful tool for this 

purpose as it quantifies the strength of linear relationships 

between each feature pair and the target. Figure 17 displays 

these correlations, offering insights into how each feature 

potentially influences the closing price. We will proceed to 

calculate and visualize this correlation matrix to better 

understand the dynamics within our dataset. 

Observations: 

•The heatmap shows the correlation coefficients between 

each pair of features and the target (Close price). 

•A correlation coefficient close to 1 or -1 indicates a strong 

linear relationship, while a coefficient close to 0 indicates a 

weak linear relationship. 

•You can observe which features have the strongest 

correlation with the target, which can be useful for feature 

selection and understanding the data. 

 

3.2 Discussion 

 

(1) Interpretation of results 

In this study, the developed stock price prediction model 

showed a significant level of accuracy compared to traditional 

prediction methods such as ARIMA and moving average. 

Based on the evaluation of metrics such as RMSE and MAE, 
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the model successfully minimized the prediction error by 15% 

better than the conventional model, indicating a significant 

improvement in prediction ability. Error analysis showed that 

the model tends to make larger errors during periods of high 

volatility, which may be due to market instability that cannot 

be fully predicted with historical data alone [24].  

Integrating these models can provide more effective tools 

for investors and analysts to make timelier and data-driven 

investment decisions. The use of more relevant technical 

features allows for predictions that are more responsive to 

short-term market changes, which are generally not captured 

by conventional approaches that rely solely on historical data. 

This study also highlights the importance of technical 

features in the model, with indicators such as moving averages 

and trading volume showing a strong correlation with stock 

prices. These features, along with other indicators obtained 

through feature selection techniques, provide valuable insights 

into the factors that influence stock price movements [25]. 

These results are consistent with the findings of previous 

studies showing that technical features play a key role in stock 

price prediction models [26]. 

Another practical implication is the potential use of the 

model for various investment scenarios, such as day trading, 

where stock price volatility is higher and faster and more 

accurate predictions are required. On the other hand, the 

model's limitations in anticipating external events that are not 

reflected in historical data suggest that there is still room for 

further development, including the incorporation of hybrid 

approaches that utilize machine learning with real-time 

fundamental and market sentiment analysis. By identifying the 

strengths and limitations of this prediction model, this research 

provides a stronger basis for the development of more accurate 

and applicable prediction tools in everyday investment 

practice. 

(2) Comparison with other methods 

Comparison with alternative models such as LSTM and 

Random Forest shows that although the model developed in 

this study is superior in some aspects, deep learning-based 

methods such as LSTM offer advantages in handling highly 

volatile and non-linear data [27]. This suggests that integrating 

these approaches in more complex models may offer further 

improvements in prediction accuracy [28]. 

(3) Implications of findings 

The findings of this study have a few important implications 

for theory and practice in stock price prediction [29]. First, the 

developed prediction model shows that combining technical 

analysis techniques with machine learning methods can 

produce higher prediction accuracy compared to traditional 

approaches [30-32]. This emphasizes the need for the 

integration of advanced methods in stock market analysis, 

paving the way for more complex and adaptive models in 

dealing with rapidly changing market dynamics [33]. In 

practical terms, the results of this study provide direct benefits 

to investors and portfolio managers [34]. By using a model that 

is proven to be more accurate, investors can make more 

informed and strategic investment decisions. This advantage 

is especially evident in the model's ability to predict stock 

prices more accurately during periods of high volatility, which 

can aid in risk planning and loss mitigation strategies. 

(4) Limitations 

However, this study has limitations, including its reliance 

on historical data that may not fully reflect current market 

dynamics. The quality and quantity of data used in the model 

may affect the results, and unmeasured external variables, 

such as economic news or global events, may also play a 

significant role in stock price movements that are not captured 

by the model. 

(5) Further research directions 

For further research, it is recommended to explore model 

development by integrating ensemble techniques or using 

alternative data such as market sentiment and economic news. 

Further research exploring the model in international stock 

markets or in various economic conditions will provide 

additional insights and can improve the reliability and 

generalization of the prediction model. 

 

 

4. CONCLUSION 

 

The research has successfully developed and tested a stock 

price prediction model that uses a combination of technical 

analysis techniques and machine learning methods. The results 

show that the proposed model is more accurate than traditional 

methods, especially in the face of high market volatility. The 

findings emphasize that the integration between technical data 

and machine learning algorithms not only improves prediction 

accuracy, but also provides a deeper understanding of stock 

market dynamics.  

The main finding of this research is that the application of 

advanced machine learning-based analytical techniques can 

provide significant benefits to investors, both in reducing risk 

and achieving more optimal returns. Practical implications of 

these findings include the need to implement more data-driven 

investment strategies as well as the importance of developing 

skills in more complex analytical techniques. However, a 

limitation of this model lies in its reliance on the historical data 

used, which may not fully reflect sudden changes in the market 

or extreme economic conditions. Therefore, further research is 

needed to account for external variables as well as test the 

reliability of the model on different types of markets and 

different time periods. Overall, then, this research contributes 

by demonstrating the potential of machine learning integration 

in stock prediction, but also opens up opportunities for the 

development of models that are more adaptive and responsive 

to future market challenges. 
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