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Driven by global educational reforms, interdisciplinary learning has become a key approach 

to cultivating well-rounded, innovative talent. However, effectively assessing students' 

adaptability in interdisciplinary learning environments remains a significant challenge in 

educational research. With the rapid development of image recognition technology, 

behavior-based intelligent analysis offers new opportunities for adaptability assessment by 

capturing students’ behavioral performance in real-time and dynamically. Traditional 

approaches, such as surveys and interviews, are limited by subjectivity and inefficiency, 

making them insufficient for the precise, real-time analysis required in interdisciplinary 

settings. This study defines the key behavioral indicators of adaptability in interdisciplinary 

learning environments, develops an algorithm for detecting student behavior, and evaluates 

adaptability based on the detected results. An intelligent evaluation system is constructed to 

provide educators with objective data support, thereby enhancing teaching effectiveness and 

optimizing interdisciplinary learning environments.  
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1. INTRODUCTION

In the context of global educational reform, 

interdisciplinary learning has gradually become an important 

approach to cultivating innovative talents [1-4]. 

Interdisciplinary learning environments break the boundaries 

of traditional disciplines, requiring students to possess abilities 

such as integrating diverse knowledge, collaborating with 

others, and engaging in self-directed exploration [5-8]. 

However, how to assess students’ adaptability in such complex 

environments remains a significant challenge in educational 

research. With the development of artificial intelligence and 

computer vision technologies, the use of image recognition 

technology to analyze students' behavior in interdisciplinary 

learning environments provides new technical means for 

adaptability assessment [9-11]. This approach not only helps 

educators monitor students' learning status in real-time but 

also provides data support for improving teaching 

effectiveness. 

Research on adaptability in interdisciplinary learning 

environments holds important educational significance. First, 

understanding students' adaptability can help educators 

identify their strengths and weaknesses in the learning process, 

allowing them to adjust teaching strategies to promote 

students' overall development. Second, studying adaptability 

in interdisciplinary environments can support personalized 

education and precise teaching, helping students overcome 

challenges in interdisciplinary learning and enhancing their 

self-directed learning ability and innovative mindset [12-16]. 

Therefore, constructing an intelligent adaptability analysis 

system plays an essential role in optimizing interdisciplinary 

learning environments and improving students' learning 

outcomes. 

Although some research has been conducted on adaptability 

in interdisciplinary learning, most of it relies on traditional 

methods such as questionnaires and interviews. These 

methods are time-consuming and labor-intensive, and the 

results are susceptible to bias from subjective factors [17, 18]. 

Moreover, existing applications of image recognition 

technology mostly focus on limited areas of behavior 

recognition, lacking a comprehensive analysis of 

multidimensional behavioral characteristics in complex 

learning environments [19-24]. Thus, current methods cannot 

fully meet the needs of adaptability assessment in 

interdisciplinary environments, making it difficult to achieve 

real-time, dynamic, and precise analysis of students' behavior. 

This study focuses on three main aspects. First, based on the 

characteristics of interdisciplinary learning environments, it 

defines key behaviors that reflect students' adaptability and 

constructs a clear system of behavioral indicators. Second, it 

develops an adaptability behavior detection algorithm to 

identify specific behavioral characteristics through image 

recognition technology. Finally, it conducts a comprehensive 

evaluation of students' adaptability in interdisciplinary 

environments based on the behavior detection results. This 

research provides essential data support for intelligent analysis 
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and optimization in interdisciplinary learning environments, 

aiming to offer educators scientific, real-time methods for 

assessing students' adaptability to support personalized 

teaching and enhance learning outcomes. 

 

 

2. DEFINITION AND VECTORIZATION OF KEY 

BEHAVIORS FOR ADAPTABILITY IN 

INTERDISCIPLINARY LEARNING ENVIRONMENTS 

 

With the increasing adoption of interdisciplinary teaching 

methods in modern education, students must integrate and 

apply knowledge from multiple fields, placing new demands 

on their adaptability in learning behaviors. Unlike traditional 

disciplines, learning scenarios in interdisciplinary 

environments are often more complex, requiring students to 

employ various cognitive skills and emotional regulation 

abilities. In such environments, image recognition technology 

can capture details such as body language, facial expressions, 

and attention levels, enabling the analysis of students' adaptive 

behaviors and revealing their emotional fluctuations and 

engagement states in interdisciplinary settings. This provides 

educators with real-time, intuitive data to assess students' 

adaptability and adjust teaching strategies promptly. 

The key behaviors that indicate students' adaptability in 

interdisciplinary learning environments, which can be 

recognized through image technology, include the following: 

(1) Active Participation: Interdisciplinary learning 

environments require students to demonstrate active 

participation. Image recognition technology can identify 

students' positions, interaction frequency, and interaction 

styles during group activities. For example, highly adaptive 

students typically exhibit positive body language in group 

discussions, such as leaning toward the group center, frequent 

eye contact, and hand gestures. These behaviors can be 

captured by cameras and analyzed using behavioral analysis 

algorithms to determine whether a student is actively engaged 

in group discussions. (2) Hands-on Experimentation and Field 

Investigation: Many interdisciplinary learning activities 

involve hands-on experiments and fieldwork, requiring 

significant manual operation and object handling. Image 

recognition technology can evaluate students' engagement by 

capturing hand movements and operational frequency. For 

instance, hand-tracking technology can identify whether 

students are actively participating in experimental tasks or 

merely observing. Metrics such as operation frequency, 

precision of hand movements, and participation time help 

assess students' hands-on ability and enthusiasm. (3) Self-

directed Learning and Time Management: Students who adapt 

well to interdisciplinary environments often possess strong 

self-directed learning abilities and effective time management 

skills. These behaviors can be evaluated by monitoring 

students' actions during independent study sessions. Image 

recognition technology, combined with facial recognition and 

emotion detection, can observe students' focus and emotional 

changes while studying independently. Facial features and 

expressions reflect concentration and emotional states, 

providing data to determine whether students have good self-

directed learning habits. (4) Cross-cultural Communication 

and Expression: Interdisciplinary learning requires students to 

have cross-cultural communication and expression abilities. 

These can be assessed by observing students' performance 

during cross-cultural exchanges. Image technology can 

capture students' body language, facial expressions, and 

interaction patterns when communicating with peers from 

different cultural backgrounds. Analyzing these behaviors 

helps determine whether students can engage comfortably in 

cross-cultural communication and whether they understand 

and respect cultural differences. 

To facilitate the capture and analysis of students' 

spatiotemporal behaviors in interdisciplinary environments, 

this study vectorizes the collected image data, transforming 

continuous behavioral changes into vectors suitable for input 

into network models. This process can be likened to extracting 

specific spatial and temporal information from a dynamic 

scene and converting it into a series of feature vectors. These 

feature vectors, combined with position vectors, serve as 

model inputs to identify students' adaptability changes. See 

Figure 1 for details. 

 

 
 

Figure 1. Vectorization of image data in interdisciplinary learning 
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In interdisciplinary learning environments, students' 

behavioral adaptability exhibits varying characteristics over 

time and across different contexts. This change can be 

captured through a series of sequentially collected image 

frames. Let the input collected image segments be denoted as 

A∈RS×G×Q×Z, where S represents the number of frames, G and 

Q represent the height and width of each frame, respectively, 

and Z denotes the number of color channels. Each frame can 

be viewed as a snapshot of a state, and by combining these 

frames, a sequence of behavioral changes at different time 

points can be obtained. Therefore, to effectively input the 

collected image information into the model, the images need 

to be divided into smaller segments, with each segment 

representing a refined behavioral characteristic. 

In each frame, the image is divided into T×T sized blocks, 

resulting in V image blocks. These blocks represent the 

behavioral details of the student at different locations within 

that frame, and each block is flattened into a one-dimensional 

vector at
s, where t denotes the spatial position of the image 

block and s indicates the temporal position of the frame. The 

purpose of this segmentation is to further abstract the local 

behavioral features of the student and combine them to present 

subtle changes in both space and time. The length of the 

flattened vector is M=Z×O×O, namely the number of pixels 

per block. This method of segmentation and flattening allows 

for the extraction of local behavioral information while 

preserving the spatiotemporal structure of the collected image 

frames. 

After obtaining the block vectors, each block vector 

undergoes a linear transformation to adapt to the input 

requirements of the network. Additionally, to help the model 

better understand the positional attributes of these vectors, 

spatiotemporal position vectors are introduced. The purpose of 

the spatiotemporal position vectors is to add positional 

information to each image block, allowing the model to 

differentiate between different frames and their spatial 

locations. Specifically, two position vectors rt and rs can be 

defined using a separable spatiotemporal approach, where rt is 

a learnable spatial position vector representing the two-

dimensional position of each image block, while rs is a 

temporal position vector indicating the position of each frame 

on the time axis. By summing the position vectors and image 

block vectors, a feature vector with positional information is 

obtained, ultimately generating the input vector for the model: 

 

ˆt t

s s t sa Ra r r= + +  (1) 

 

 

3. INTERDISCIPLINARY LEARNING 

ENVIRONMENT ADAPTABILITY BEHAVIOR 

DETECTION ALGORITHM 

 

3.1 Encoder 

 

Figure 2 illustrates the principles of the adaptability 

behavior detection algorithm for interdisciplinary learning 

environments. In the algorithm for detecting students' 

adaptability behaviors in interdisciplinary settings, a multi-

scale separable spatiotemporal feature encoder has been 

designed for more efficient and accurate capture of students' 

spatiotemporal behavioral characteristics. The core of this 

encoder lies in the independent processing of temporal and 

spatial dimension information within student behaviors, 

thereby reducing the computational burden associated with 

global self-attention. Students' behavioral adaptability 

typically encompasses variations in bodily actions and trends 

in continuous behaviors, namely subtle spatial positioning 

information and temporal sequence information. In the multi-

scale separable spatiotemporal feature encoder, the attention 

mechanisms for space and time are separated, implemented 

through two submodules: Temporal Pooling Attention (TPA) 

and Spatial Pooling Attention (SPA). 

In the separable spatiotemporal pooling attention module, 

the input data a^ is a sequence of vectors with M dimensions 

of F, specifically representing the encoded features of a 

sequence of S frames of collected image segments at a spatial 

resolution of G×Q. This module is divided into the SPA and 

TPA submodules, which are used to extract spatial and 

temporal features from interdisciplinary behavioral data to 

reveal potential spatiotemporal adaptability changes in student 

behavior. 

The function of the SPA submodule is to compute the 

attention weights between various spatial positions within the 

same time frame, thereby extracting multi-scale spatial 

features within each frame. As shown in Figure 3, the SPA 

processes all input vector sequences within each frame, 

obtaining the corresponding query, key, and value matrices 

through linear transformations. Unlike traditional self-

attention mechanisms, SPA reduces computational complexity 

and extracts multi-scale features by applying pooling 

operations to downsample the query, key, and value matrices. 

This pooling process reduces the spatial dimensions, allowing 

for multi-scale integration of feature information from each 

frame, enabling the model to focus on more prominent local 

features. The pooling results are then used to calculate 

attention through dot products, producing a pooled spatial 

attention matrix that captures the relationships among spatial 

blocks. The pooled spatial attention matrix effectively 

represents the multi-scale spatial structural information within 

the frame, forming multi-scale spatial features for subsequent 

temporal feature extraction. Assuming layer normalization is 

denoted by LN, the learnable tensor of dimensions F×F is 

represented by QWs, QJs, and QNs, the spatial position variable 

is denoted by rt. The specific transformation process can be 

represented as: 

 

( )ˆ
ss W s tW Q LN A r= +  (2) 

 

( )ˆ
ss J s tJ Q LN A r= +  (3) 

 

( )ˆ
ss N s tN Q LN A r= +  (4) 

 

Assuming the scale transformation factor is represented by 

1/(f)1/2, the pooling operation can be expressed as: 

 

( )ˆ ;s s WW POOL W O=  (5) 

 

( )ˆ ;s s JJ POOL J O=  (6) 

 

( )ˆ ;s s NN POOL N O=  (7) 

 

The attention calculation formula for the pooled results is 

given by: 

 

( )
ˆ ˆ

ˆ, , softmax
S

s s
s s s s

W J
ATT W J N N

f

 
=  

 
 

 
(8) 
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Figure 2. Principle of the adaptive behavior detection algorithm in interdisciplinary learning environments 

 

 
 

Figure 3. Structure of the SPA module 

 

 
 

Figure 4. Decoder structure 

2290



The pooling residual connection operation calculation 

formula is as follows: 

 

( ) ( )( )ˆ, , ;s s s s s t WB ATT W J N POOL LN A r O= + +  (9) 

 

The role of the TPA is to extract multi-scale behavioral 

features along the temporal dimension from different frames, 

detecting changes in student behavior over time. Specifically, 

TPA takes the output BRM'×F from the SPA module as input 

and performs temporal pooling operations on the features of 

the same spatial position in a chronological order. By pooling 

along the temporal dimension, TPA reduces the 

dimensionality of the temporal feature representation and 

captures behavioral changes over long sequences, eliminating 

subtle noise. As a result, the features extracted by TPA better 

reflect the ongoing adaptation process of students in 

interdisciplinary learning environments, identifying 

behavioral patterns and trends as students adapt to 

interdisciplinary tasks. Through dot product calculations of the 

pooled temporal attention, the output CRM''×F represents the 

attention feature matrix after temporal pooling, where 

M''=S'×G'×Q', which serves as the output of the final multi-

scale spatiotemporal encoder. Assuming Wt=QWtMV(Bt+rs), 

Jt=QJtMV(Bt+rs), and Nt=QNtMV(Bt+rs), with all vectors at 

temporal position t represented by Bt and the temporal position 

vector represented by rs, the formula is: 

 

( ) ( )
( )

( )( )WsT

NT

S

JTWT
t

OrBLNPOOL

ONPOOL
f

OJPOOLOWPOOL
C

;

;
;;

softmax

++














=  

(10) 

 

In interdisciplinary learning environments, students' 

behavioral adaptability often manifests as alternating changes 

across different time periods and spatial locations. For instance, 

in an interdisciplinary task combining scientific 

experimentation with artistic creation, students may initially 

exhibit fluctuations in attention over short periods, while over 

time, their behavior evolves into a global adaptability to the 

entire task process. The multi-scale spatiotemporal feature 

encoder needs to capture the behavioral patterns of students 

transitioning from local adaptation to global adaptation 

through these gradual changes, aiding in the intelligent 

analysis of their adaptability status. In the initial phase, the 

encoder focuses on local detail features, with more refined 

temporal and spatial feature representations, that is, larger 

feature dimensions S, G, Q, indicating that more detailed 

information is preserved in both time and space, while the 

number of feature channels F is smaller, representing weaker 

expressive ability. This stage primarily captures local changes 

in student behavior, such as micro-behaviors or short-term 

emotional fluctuations. As the model progresses, 

spatiotemporal features gradually become more abstract, with 

the encoder placing greater emphasis on global behavioral 

patterns; the feature dimensions S, G, Q decrease, indicating 

global changes in time and space, while the number of feature 

channels F increases, providing a stronger representational 

capability. 

The structure of the multi-scale spatiotemporal feature 

encoder consists of multiple stacked multi-scale 

spatiotemporal attention modules, each extracting multi-scale 

features of student behavior through the separable 

spatiotemporal pooling attention mechanism. Each module 

contains several separable spatiotemporal pooling attention 

mechanism modules, each performing attention calculations 

and pooling operations for the spatial and temporal dimensions 

separately, gradually extracting student behavioral features 

across different temporal and spatial scales. Specifically, for 

the input Auk of the k-th separable spatiotemporal pooling 

attention mechanism module in the u-th module, assuming 

spatial pooling attention is represented by SPA, temporal 

pooling attention by TPA, and multilayer perceptron by MLP, 

the calculation process for the output Cuk is as follows: 

 

( )( )uk ukB TPA SPA A=  (11) 

 

( )( )uk uk ukC MLP LN B B= +  (12) 

 

3.2 Decoder 

 

In the student adaptability behavior detection algorithm for 

interdisciplinary learning environments, the introduction of 

the multi-scale spatiotemporal feature decoder aims to restore 

more abstract global features to specific spatiotemporal detail 

features, thereby better analyzing and understanding students' 

adaptive behaviors. Unlike the encoder, the decoder achieves 

a multi-layered, fine-grained analysis of students' adaptive 

behaviors through a stepwise decoding process that combines 

feature representations at different scales. The structure is 

shown in Figure 4. 

In this multi-scale spatiotemporal feature decoder, a 

behavior micro-tube query mechanism is introduced, 

generating a set of dynamic micro-tube queries for each 

specific adaptive behavior, which are used to track and decode 

students' adaptation details during interdisciplinary learning 

processes. For example, in interdisciplinary tasks, students 

may need to switch between “analysis” and “synthesis” 

cognitive modes; this behavioral change will be gradually 

decoded and recorded by specific micro-tube queries, forming 

a dynamic trajectory that includes the adaptation process, 

thereby helping the model better understand students' adaptive 

behavior characteristics. 

Here, the behavior micro-tube query WRV×Z is a set of 

representation vectors used to capture students' adaptive 

behaviors in interdisciplinary learning contexts. Here, V 

represents the number of queries, indicating the possible 

instances of adaptive behaviors to be detected, and Z 

represents the feature dimension of each query, which includes 

both spatial and temporal dimension information of student 

behaviors. Specifically, for each query Wu, it can be 

understood as a behavior micro-tube that contains the spatial 

coordinates of that behavior in time and space, allowing for 

the gradual recording and tracking of students' adaptation 

processes across different times and subject tasks. 

The introduction of a behavior micro-tube spatiotemporal 

self-attention module in the decoder further enhances the 

extraction and decoding effect of spatiotemporal features in 

behavior detection. In the spatial dimension, the attention 

mechanism focuses on the relationships between different 

behavior self-labels at the same point in time, capturing the 

feature interactions among these behavior self-labels to 

identify the details of students' adaptive behaviors in a 

particular subject task. In the temporal dimension, the 

attention mechanism focuses on the feature interactions of the 

same human target at different time points. This mechanism 

can track changes in students' behaviors in interdisciplinary 

contexts, such as the transition from a divergent thinking mode 
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in the literature subject to a concentrated thinking state in 

mathematical logic; this interdisciplinary adaptive behavior 

can be captured and interpreted through temporal feature 

associations. During the feature decoding process, the 

behavior micro-tube spatiotemporal self-attention module 

employs upsampling operations instead of pooling operations 

to elevate the spatiotemporal resolution of micro-tube queries 

to align with the features of the encoder. Due to the multi-scale 

feature distribution of adaptive behaviors in different subject 

environments, directly merging the original low-resolution 

micro-tube features with encoder features may result in a loss 

of detail. Through upsampling, micro-tube queries can be 

accurately aligned with the multi-scale features of the encoder 

at a higher resolution, ensuring that the details of adaptive 

behaviors are preserved within the micro-tube queries, thereby 

providing higher spatiotemporal decoding accuracy. 

Given that behavioral features in different subject 

environments often exhibit different granularities and patterns 

in both time and space, the algorithm specifically employs 

consistent granularity attention, or scale-consistent attention, 

during the decoding process to achieve precise spatiotemporal 

feature fusion for features at the same scale. 

In this module, the input behavior micro-tube features and 

the spatiotemporal features from the encoder are subjected to 

spatial cross-attention (SCA) and temporal cross-attention 

(TCA) calculations at each scale. This separable 

spatiotemporal attention mechanism allows for feature fusion 

along the spatial and temporal dimensions, avoiding potential 

feature entanglement that may occur when processing both 

dimensions simultaneously. Additionally, to ensure the scale 

consistency between behavior micro-tube features and 

encoder spatiotemporal features, the module adheres to a scale 

alignment strategy during the feature fusion process, satisfying 

the requirement u+k=M+1, where M is the number of different 

spatiotemporal scales possessed by both the encoder and 

decoder. 

After completing the spatial and temporal cross-attention 

calculations, the spatiotemporal cross-attention module 

incorporates fully connected layers and residual connections 

to further fuse behavior micro-tube features with encoder 

features, yielding the output Cu
XS of the spatiotemporal cross-

attention module. The calculation process can be expressed as: 

 

( )( ), ,u u k k

XS XS rv rvB TCA SCA A A A=  (13) 

 

( )( )u u u

XS XS XSC MLP LN B B= +  (14) 

 

3.3 Prediction head and loss function 

 

The primary objective of the prediction head is to 

simultaneously predict behavior categories and spatiotemporal 

locations. In the student adaptability behavior detection task 

within interdisciplinary learning environments, this means not 

only identifying the types of adaptive behaviors exhibited by 

students in different subject contexts but also accurately 

localizing these behaviors in both temporal and spatial 

dimensions. To achieve this, the prediction head employs a 

strategy similar to spatiotemporal behavior detection, using 

continuous bounding box coordinates to represent the 

spatiotemporal locations of behaviors. These bounding boxes 

correspond to the start and end times of the behaviors in the 

temporal dimension and to specific regions of behavior 

features in the spatial dimension. In the prediction head, the 

prediction of behavior micro-tubes is treated as a set matching 

problem. The core of this mechanism lies in optimally 

matching the predicted behavior micro-tubes from the network 

model with the true behavior micro-tubes input into the model. 

In practical implementation, the set matching mechanism 

considers two aspects of loss: first, the classification loss of 

adaptive behaviors, which is the difference between the 

predicted behavior category and the actual category; second, 

the bounding box loss, which measures the error between the 

predicted spatiotemporal location of behavior micro-tubes and 

the true location. This comprehensive loss optimization 

strategy ensures that the prediction head can accurately 

localize students' adaptive behaviors in both time and space, 

enhancing the overall generalization ability of the model. 

The input to the prediction head is denoted as Dfr, which is 

the output feature from the last layer of the decoder. In the 

prediction head, these features undergo linear mapping 

through fully connected layers to produce the predicted values 

for behavior categories and spatiotemporal locations. 

Specifically, in the context of adaptive behavior detection in 

interdisciplinary learning environments, the categories of 

adaptive behaviors may exhibit significant diversity due to 

differences in disciplines. For example, cognitive behaviors 

may be displayed in scientific environments, while social 

behaviors may manifest in humanities contexts. Through the 

optimization of cross-entropy loss, the model can accurately 

capture the variations in adaptive behavior categories within 

interdisciplinary situations. Assuming V represents the 

number of behavior micro-tubes and Z the total number of 

behavior categories, with DZ representing the linear mapping 

from the fully connected layer, the calculation formulas are 

given as: 

 

( )ˆ
CL CL frB FC D=  (15) 

 

( )ˆ ,CL CL CLM CE B B=  (16) 

 

The bounding box regression task aims to determine the 

specific spatiotemporal locations of adaptive behaviors. 

Unlike traditional object detection tasks that first predict all 

possible bounding boxes and then determine the final 

bounding box through methods like non-maximum 

suppression, this algorithm's prediction head directly outputs 

the final target bounding box B^
CO to enhance the accuracy and 

efficiency of spatiotemporal localization. Let ηM1 and ηIO 

represent the weights for L1 loss and IoU loss, respectively. 

The specific bounding box regression loss consists of a 

weighted sum of L1 loss and IoU loss: 

 

( )ˆ
BO BO frB FC D=  (17) 

 

( )

( )
1 1

ˆ,

ˆ,

CO m CO CO

IO IO CO CO

M M B B

M B B





=

+
 (18) 

 

In the student interdisciplinary learning environment, the 

appearance and disappearance of adaptive behaviors may span 

considerable time periods. For example, when students 

transition from one subject task to another, their behavior may 

experience a brief adaptation phase. The behavior switching 

module can effectively detect this transitional state through the 

optimization of binary cross-entropy loss: 
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( )ˆ
xt xt frB FC D=  (19) 

 

( )ˆ ,xt xt xtM BCE B B=  (20) 

 

To comprehensively optimize the classification loss, 

bounding box regression loss, and behavior switching loss, the 

algorithm adopts a weighted sum of multi-task losses as the 

final optimization objective. Assuming the weights of the 

various loss functions are represented by η1, η2, η3, and η4, and 

B^
MA and B are a pair of optimal matches, the calculation 

formula is given by: 

 

( ) ( )1 2 1
ˆ ˆ, ,MA MA

CL CL CL CL CLM M B B M B B = +  

( ) ( )3 4
ˆ ˆ, ,MA MA

IO CO CO xt CO xtM B B M B B + +  

(21) 

 

 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

 

As shown in Table 1, different settings of spatiotemporal 

scales have a significant impact on the detection performance 

measured by Frame-mAP@0.5 and Video-mAP@0.2. 

Without spatial or temporal multi-scale settings, the Frame-

mAP@0.5 is 28.9, and Video-mAP@0.2 is 25.6. When only 

spatial multi-scale is introduced, Frame-mAP@0.5 and Video-

mAP@0.2 increase to 31.2 and 25.7, respectively. Introducing 

only temporal multi-scale further improves these metrics to 

31.5 and 28.5. The combination of both spatial and temporal 

multi-scale settings achieves the highest values of 32.6 for 

Frame-mAP@0.5 and 28.9 for Video-mAP@0.2. This trend 

indicates that the integrated application of spatial and temporal 

multi-scales enhances the accuracy and precision of behavior 

detection. The use of image recognition technology for 

detecting adaptive behaviors in interdisciplinary learning 

environments effectively improves the accuracy of student 

behavior detection and provides detailed support for behavior 

feature recognition and adaptability assessment. Optimizing 

the spatiotemporal scales not only enhances detection 

precision but also offers efficient technical support for the 

comprehensive evaluation of student adaptive behaviors in 

interdisciplinary settings. 

Table 2 illustrates the influence of different numbers of 

image frames on Frame-mAP@0.5 and Video-mAP@0.28. As 

the number of image frames increases, detection performance 

progressively improves. At 8 frames, Frame-mAP@0.5 and 

Video-mAP@0.2 are 24.6 and 21.5, respectively. When the 

number of frames increases to 15, Frame-mAP@0.5 rises to 

31.5, with Video-mAP@0.2 also increasing to 25.9. Further 

increasing the frame count to 31 leads to even higher values of 

32.8 and 26.8. At the maximum frame count of 65, Frame-

mAP@0.5 and Video-mAP@0.2 reach peak values of 32.9 

and 27.5. This demonstrates that increasing the number of 

image frames significantly enhances the accuracy and 

comprehensiveness of behavior detection, particularly in 

video behavior recognition. The image recognition technology 

employed, combined with varying frame settings, effectively 

validates the efficacy of intelligent analysis in assessing 

students' adaptability in interdisciplinary contexts. By 

increasing the number of image frames, the model can more 

accurately capture student behavior features and better reflect 

key adaptive behaviors in interdisciplinary learning, providing 

technical support for constructing an accurate behavior feature 

indicator system. The experimental results indicate that a 

higher number of frames improves the detection model's 

performance in multidimensional scenarios, thereby providing 

a solid technical foundation for assessing student adaptability. 

Table 3 demonstrates the impact of different resolution 

settings on Frame-mAP@0.5 and Video-mAP@0.2 detection 

performance. As the resolution increases, detection 

performance improves. At the lowest resolution of 105×108, 

Frame-mAP@0.5 and Video-mAP@0.2 are 31.2 and 25.6, 

respectively. When the resolution increases to 231×216, 

Frame-mAP@0.5 rises to 32.5, and Video-mAP@0.2 

increases to 26.7. At the highest resolution of 451×435, 

Frame-mAP@0.5 reaches 32.9, and Video-mAP@0.2 reaches 

28.9. This trend indicates that higher resolutions lead to greater 

accuracy and comprehensiveness in detection, particularly in 

video analysis. By adjusting the input resolution, this study 

validates the effectiveness of intelligent analysis of 

adaptability in interdisciplinary learning environments using 

image recognition technology. Higher resolutions 

significantly enhance the ability to capture student behavior 

features, thereby greatly improving the accuracy and 

reliability of behavior detection. This improvement allows for 

more detailed and accurate behavioral data support in 

constructing adaptability assessment systems for 

interdisciplinary environments, optimizing the intelligent 

analysis process of student adaptive behaviors. 

This research employs image recognition technology to 

detect and analyze students' adaptive behaviors in 

interdisciplinary learning environments, proposing an 

intelligent assessment method for interdisciplinary 

adaptability. To evaluate the effectiveness of this method more 

intuitively, we used a confusion matrix to present detection 

results for different behavior categories, as shown in Figure 5. 

The confusion matrix clearly illustrates the model's 

performance in predicting various adaptive behaviors, with the 

vertical axis representing true behavior features and the 

horizontal axis representing predicted behavior features. 

The figure shows four types of behavior, among which 

active participation behavior is manifested in the 

interdisciplinary learning environment as students actively 

engage in the learning process, take on responsibilities, and 

participate in discussions. The behavioral characteristics 

include asking questions, expressing opinions, actively 

applying for task division, and providing feedback. These 

behaviors indicate students' interest in the learning content and 

their proactive attitude toward seeking knowledge. In addition, 

active participation is also reflected in students' sense of 

cooperation, such as participating in group decision-making, 

encouraging others to engage, and sharing learning outcomes. 

These characteristics demonstrate that students are not only 

focused on their individual learning but also dedicated to 

achieving collective goals, showcasing the team spirit and 

cooperation skills required for interdisciplinary learning. 

Hands-on operation behavior reflects students' adaptability 

in practical and operational aspects. In the interdisciplinary 

learning environment, students deepen their understanding 

and application of knowledge through hands-on practice. For 

example, operating experimental equipment, assembling 

objects, constructing models, designing experimental 

procedures, and conducting field studies are all manifestations 

of students completing specific tasks through hands-on 

operation. This type of behavior reflects students' ability to 
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apply theory to practical problems, as well as the problem-

solving skills developed through hands-on activities. Through 

hands-on operation, students can better understand complex 

interdisciplinary concepts and deepen their mastery of 

knowledge through practice. 

 

Table 1. Comparison of experimental results with different 

spatiotemporal scale settings 

 
Spatial 

Multi-Scale 

Temporal 

Multi-Scale 

Frame-

mAP@0.5 

Video-

mAP@0.2 

- - 28.9 25.6 

√ - 31.2 25.7 

- √ 31.5 28.5 

√ √ 32.6 28.9 

 

 

Table 2. Comparison of experimental results with different 

numbers of input "Interdisciplinary" learning image frames 

 
Number of Image 

Frames 
Frame-mAP@0.5 

Video-

mAP@0.2 

8 24.6 21.5 

15 31.5 25.9 

31 32.8 26.8 

65 32.9 27.5 

 

Table 3. Comparison of experimental results with different 

input resolutions 

 
Resolution Frame-mAP@0.5 Video-mAP@0.2 

105×108 31.2 25.6 

231×216 32.5 26.7 

451×435 32.9 28.9 

 
(1) Active participation behavior 

 
(2) Hands-on operation behavior 

 
(3) Focused learning behavior 

 
(4) Communication and expression behavior 

 

Figure 5. Confusion matrix of different behavior types 

 

Focused learning behavior emphasizes students' ability to 

maintain effective concentration during the learning process. 

This type of behavior includes sustained reading of materials, 

attentive listening, note-taking, in-depth thinking, and self-

reflection. In an interdisciplinary learning environment, 

students face a large amount of knowledge from different 

fields, requiring them to concentrate and absorb information 

in a timely manner. Therefore, focused learning performance 

is core to students' adaptation to interdisciplinary study. By 

maintaining focus, students can better understand the 

connections between subjects and apply their knowledge for 

interdisciplinary analysis and problem-solving. Additionally, 

this behavior is also reflected in self-management, such as 

enhancing learning efficiency through self-questioning, self-

testing, and adjusting study states. 

Interdisciplinary communication and expression behavior 

reflects students' ability to clearly and effectively convey their 

thoughts and understanding in different disciplinary contexts. 
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Performance characteristics include clearly expressing 

viewpoints, listening to others, using interdisciplinary 

terminology, summarizing others' viewpoints, and explaining 

ideas with diagrams. This type of behavior not only indicates 

that students possess strong expressive abilities but also 

demonstrates their capability to translate and apply knowledge 

across different subjects. Interdisciplinary communication 

requires students to understand and use various professional 

languages and forms of expression, collaborate with others, 

and exchange information to promote collective learning 

outcomes. These behaviors are crucial for cooperation and 

innovation in interdisciplinary study, helping to cultivate 

students' integrated thinking and communication skills. 

For active participation behavior, Figure 5 shows a very 

high degree of match between predictions and actual behaviors, 

indicating that the model can effectively capture the 

characteristics of active participation exhibited by students in 

interdisciplinary environments. This result is crucial for 

assessing the capabilities of proactive exploration and 

autonomous learning emphasized in interdisciplinary learning 

settings. The prediction results for hands-on operation 

behavior are also satisfactory, demonstrating that image 

recognition technology can effectively monitor students' 

practical skills, which are often involved in experimental 

operations and practical tasks in interdisciplinary projects. The 

high prediction accuracy for focused learning behavior reflects 

the model's effectiveness in assessing students' levels of 

concentration during the learning process; this behavior 

detection can help teachers understand students' learning states. 

The excellent prediction results for interdisciplinary 

communication and expression behavior reflect the model's 

ability to detect students' interdisciplinary communication 

skills, which are core requirements for collaboration in 

interdisciplinary learning. 

Based on the above analysis, the image recognition 

technology proposed in this paper has demonstrated excellent 

performance in detecting adaptive behaviors in 

interdisciplinary environments, particularly in the prediction 

of key behaviors. This method enhances the accuracy of 

recognizing student behaviors and the depth of assessment in 

complex interdisciplinary settings through the optimization of 

behavior detection algorithms and the construction of a 

behavior feature indicator system. From these results, we can 

conclude that using image recognition technology for 

intelligent behavior analysis can not only help teachers gain a 

more comprehensive understanding of students' adaptability in 

interdisciplinary learning environments but also provide data 

support for teaching improvement, contributing to optimized 

instructional design and enhanced student learning outcomes. 

This research offers new insights into intelligent evaluation 

methods in the field of interdisciplinary education and 

demonstrates the effectiveness and feasibility of this approach 

in practical applications. 

 

 

5. CONCLUSION 

 

This study focuses on the intelligent evaluation of students' 

adaptive behaviors in interdisciplinary learning environments 

through image recognition technology, providing a novel 

technical pathway for adaptive analysis in interdisciplinary 

education. The research consists of three main parts: First, 

based on the complex characteristics of interdisciplinary 

learning, key adaptive behaviors required of students—such as 

active participation, hands-on operation, focused learning, and 

interdisciplinary communication—are defined. A 

corresponding behavioral feature indicator system is 

constructed to provide a standardized theoretical framework 

for behavior recognition. Second, the study develops an 

adaptive behavior detection algorithm that utilizes image 

recognition technology to monitor students' behavioral 

performance in real time, accurately identifying behavioral 

features. Experiments with different frame rates and 

resolutions further optimize the precision of the image 

recognition model. Finally, based on the results of behavior 

detection, a comprehensive adaptive assessment system is 

constructed, providing valuable analytical data and references 

for personalized support and instructional improvements in 

interdisciplinary education. 

The experimental results indicate that the proposed 

detection method performs well under various input settings. 

The experiments with different spatial and temporal scales 

validate the impact of varying frame rates and resolutions on 

detection performance, revealing that higher frame rates and 

resolutions significantly enhance the accuracy of adaptive 

behavior recognition. Furthermore, the confusion matrix for 

testing different behavior categories demonstrates that the 

model exhibits high accuracy and stability in detecting active 

participation, hands-on operation, focused learning, and 

interdisciplinary communication behaviors. These results 

suggest that the proposed method can reliably identify student 

behaviors in interdisciplinary learning environments, offering 

targeted feedback to teachers and enhancing the quality and 

efficiency of interdisciplinary instruction. 

The value of this research lies in advancing adaptive 

assessment in the field of interdisciplinary education through 

intelligent analytical techniques, addressing the gap in existing 

studies regarding the intelligent detection and evaluation of 

student adaptive behaviors. However, certain limitations 

remain, such as the model's performance showing some 

confusion among specific behavior categories due to 

experimental constraints. Additionally, as the content of 

interdisciplinary education evolves dynamically, the 

behavioral feature indicator system may need continual 

updates to meet the demands of different educational contexts. 

Future research could further expand upon this method by 

incorporating additional behavioral dimensions into the 

detection system and optimizing the model's ability to 

recognize complex behaviors. Specifically, in collaborative 

learning scenarios, exploring multimodal data fusion—such as 

integrating voice and text information—could enhance the 

accuracy and comprehensiveness of the detection system. 

Moreover, future efforts could focus on developing adaptive 

indicator systems for dynamically updated behavioral features, 

supporting more personalized assessment and interventions in 

interdisciplinary education. 
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