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Students in vocational education face high levels of academic and employment pressure, 

significantly impacting their mental health, academic performance, and career development. 

Traditional mental health assessment methods, relying on questionnaires or interviews, often 

lag in timeliness and are limited in their ability to reflect real-time changes in students’ 

mental states. Recently, the application of image processing technology in mental health 

monitoring has gained attention, as it allows for faster, more accurate detection of emotional 

changes by capturing features like facial expressions and postural behaviors. However, 

existing approaches often focus on singular emotional features or are limited to static 

images, failing to leverage the combined potential of dynamic information and subtle facial 

expressions. This paper proposes a dual-analysis method based on temporal action detection 

and micro-expression recognition to comprehensively assess students’ body language and 

emotional changes. This approach enables accurate monitoring of mental health status, 

providing technical support for a psychological support system tailored to vocational 

education students.  
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1. INTRODUCTION

With the rapid development of vocational education, 

student mental health issues have become a focus of attention 

for educators and researchers [1-3]. Vocational education 

students, influenced by the pressures of academics, skill 

improvement, and employment, are more susceptible to 

changes in their mental state, and psychological problems 

within this group often exhibit concealment and complexity 

[4, 5]. Traditional mental health assessment methods often rely 

on periodic surveys or counseling sessions, but these methods 

appear relatively passive and lagging in the face of the large-

scale and dynamically changing psychological needs of 

students. Therefore, exploring emerging technologies, 

particularly image processing technology, to monitor and 

assess the mental health status of vocational education 

students in real time is of significant research value [6-8]. 

In relevant research on the automated assessment of mental 

health, the effectiveness of using image processing technology 

to recognize students' emotional changes and behavioral 

characteristics has been preliminarily verified [9-11]. These 

technological methods not only address the shortcomings of 

traditional methods but also allow for a more detailed analysis 

of subtle changes in students' mental states [12-15]. By 

capturing psychological changes from students' facial 

expressions, postures, and other behavioral features through 

automated systems, the efficiency of assessment is enhanced, 

providing educational institutions with more precise bases for 

psychological interventions. This image processing-based 

mental health monitoring approach has considerable 

application prospects and contributes to the establishment of a 

more targeted psychological support and guidance system. 

However, current research methods still have certain 

limitations. On the one hand, most existing methods focus on 

recognizing a single expression or action, without fully 

utilizing the combined information of students' emotional 

states and body language [16-20]. On the other hand, current 

methods largely rely on static image analysis, unable to 

capture dynamic psychological changes in time series [21-23]. 

Additionally, the accuracy of emotion recognition is also 

affected by the complexity of micro-expressions and the subtle 

differences in body language, resulting in a high error rate. 

Therefore, a more comprehensive, accurate, and dynamically 

adaptive assessment method is urgently needed to meet the 

diverse needs of practical applications. 

To address this, this paper proposes a novel automated 

assessment method for student mental health based on 

temporal action detection and micro-expression recognition 

technology. The research is primarily divided into two parts: 

the first part utilizes temporal action detection technology to 

analyze students' body language and capture the trend of 

emotional state changes; the second part uses micro-

expression recognition to perform real-time analysis of 

students' subtle emotional changes. This method not only 

achieves dynamic monitoring of students' emotional changes 

but also enhances the accuracy and applicability of the 

assessment through multimodal information fusion, thus 

providing new technical support for the mental health service 

system in vocational education.
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2. STUDENT BODY LANGUAGE ANALYSIS BASED 

ON TEMPORAL ACTION DETECTION 

 

As a form of non-verbal communication, body language can 

reflect students' psychological and emotional states, such as 

anxiety, stress, or depression. In educational settings, students' 

mental health significantly impacts their learning abilities and 

overall growth. However, due to the hidden and complex 

nature of mental health issues, traditional survey or interview 

methods often fail to capture students' psychological 

fluctuations in a real-time and objective manner. The body 

language analysis based on temporal action detection proposed 

in this paper provides a novel, non-intrusive technical 

approach for the automated assessment of student mental 

health. The algorithm structure is shown in Figure 1. 

 

 
 

Figure 1. Structure of student body language analysis 

algorithm based on temporal action detection 

 

In the context of automated mental health assessment, 

students may exhibit different emotional responses at various 

points in a class, such as focus at the beginning, fatigue 

midway, or anxiety towards the end. Therefore, this paper 

constructs an encoder-decoder temporal convolutional 

network (TCN) for analyzing student body language. In the 

network model, the encoder module extracts deep features 

from the input video frames through convolutional layers and 

max-pooling layers. The bridging module plays an important 

role between the encoder and decoder modules, performing 

average pooling on the columns of the encoded features to 

further integrate the global information of the temporal data. 

In the decoder module, the up-sampling layers and 

convolutional layers map the features output from the encoder 

back to specific actions in the time sequence. By concatenating 

outputs from each layer of the encoder module, the decoder 

can progressively restore this temporal information to the 

initial action sequence, thereby capturing detailed changes in 

actions. A key feature of the encoder-decoder TCN in this 

paper is the simultaneous calculation of all frame features 

rather than processing them frame by frame, which offers 

distinct advantages in student mental health assessment. 

In the task of assessing student mental health, the temporal 

information in videos of psychological interviews is crucial. 

The encoder module not only needs to extract action features 

from each frame but also to retain the temporal dependencies 

between frames, so that the subsequent decoding process can 

accurately evaluate mental health based on the trend in action 

features. In the encoder module, we first extract feature vectors 

As from each frame of the input video, where D0 is the 

dimension of each frame’s feature and s denotes the frame 

sequence number. For a complete video sequence, its feature 

vectors are arranged in the order of frames to form a video 

feature matrix. The row count of this matrix corresponds to the 

number of video frames, while the column count is the feature 

dimension D0. To enable the network to process videos of 

varying lengths, we pad the feature matrix to unify the row 

count. Specifically, using the maximum frame count dMAX in 

the dataset as a benchmark, we fill in the missing portions of 

video matrices with fewer frames than dMAX with -1 to create 

input feature matrices of uniform dimension. This processing 

method ensures that feature matrices from videos of different 

lengths can be uniformly processed by the network. 

 

 
 

Figure 2. Diagram of Spatial Dropout 

 

In the encoder module, each layer R(u-1) from the first to the 

fourth uses 64, 96, 128, and 160 one-dimensional 

convolutional kernels, respectively, each with a kernel size of 

25 to capture local patterns within video frame features. The 

convolution operation in layer u is determined by specific 

weights Q and biases y, transforming video frame features into 

high-dimensional features suited for subsequent processing. 

Through multi-level feature abstraction, the convolution 

layers preserve latent mental health information in student 

action features, such as expressions of tension, unease, and 

attention state. To prevent model overfitting during training, a 

Spatial Dropout layer is added after each convolutional layer. 

Unlike standard Dropout, Spatial Dropout randomly zeroes 

out regions in the feature matrix, causing the model to discard 

a portion of features in each training iteration, thus enhancing 

generalization ability and preventing over-reliance on 

localized features, Figure 2 gives a diagram of Spatial 

Dropout. The dropout probability in this model is set to 0.3, 

meaning that 30% of the features are randomly dropped during 

each forward pass. This approach ensures that the model does 

not focus exclusively on specific actions or regions but learns 

and evaluates based on broader action patterns, effectively 

reducing the performance gap between the training and test 

sets. 

In addition, each convolutional layer is followed by an 

activation function layer and a max-pooling layer. The 

activation function performs nonlinear transformation of 

features, enhancing the network's expressive power, while the 

max-pooling layer, with a stride of 2, reduces the 

dimensionality of feature vectors by half. This dimensionality 

reduction removes redundant information while retaining the 

core action features, increasing the network's robustness 
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across different student behavior characteristics. Max-pooling 

also reduces computational costs, making the model more 

efficient for temporal analysis of video sequences. 

Specifically, assuming the convolution symbol is denoted by 

∗, the activation function by d, and max-pooling by MAXPL, 

the signal R(u) in the u-th layer from the signal in the R(u-1)-th 

layer is computed as: 

 

( ) ( )( )( )1u u
R MAXPL d Q R y

−
=  +  (1) 

 

The bridging module’s input is the output feature matrix of 

the encoder module, denoted as XL×V, where L represents the 

temporal length of features and V is the feature dimension at 

each time point. First, the bridging module performs global 

average pooling (GAP) on each column of the feature matrix, 

calculating an average value for each column, resulting in V 

global averages. These averages retain important information 

from the encoder module features while reducing noise, 

providing more representative feature expressions. In student 

body language analysis, these global averages capture the core 

information of each feature, providing a more robust feature 

input for the model’s automated mental health assessment. 

Next, each global average is expanded vertically to form a 

column vector of dimension L×1, resulting in V column 

vectors. These V column vectors are concatenated to the 

encoder module’s output feature matrix, expanding the feature 

matrix dimensions from XL×V to XL×2V. This expansion 

enhances the feature matrix capacity, allowing the decoder 

module to delve into temporal information across richer 

feature dimensions. In mental health status analysis, this step 

allows the model to integrate both original and global features, 

capturing body language details more comprehensively and 

identifying latent psychological signals. Figure 3 provides an 

illustration of the feature concatenation. 

 

 
 

Figure 3. Diagram of feature concatenation 

 

The decoder module consists of four layers, each 

comprising an up-sampling layer, a convolutional layer, and 

an activation function layer. This design effectively restores 

the spatial information of the input features while enhancing 

the model's ability to recognize various actions. Each layer in 

the decoder, F(u), is indexed from 4 to 1, reflecting symmetry 

with the encoder module. During decoding, the up-sampling 

layer plays a critical role by doubling the dimensions of the 

feature map, restoring spatial information lost in the encoding 

process due to pooling. This contrasts with the max-pooling 

layers in the encoder, which capture higher-level abstract 

features, while the up-sampling layers aim to retain the 

structural integrity of the original input image in the decoding 

phase, thus allowing for more accurate recognition of students' 

body language and their corresponding psychological states. 

Each convolutional layer uses a kernel size of 25, with the 

number of convolutional kernels gradually decreasing from 

160 to 64, ensuring detailed feature capture and effectively 

modeling transitions between different action classes. The 

multi-level feature extraction capabilities of the convolutional 

layers enable the decoder to identify more complex body 

language patterns, which are often critical indicators of a 

student's psychological state. 

Additionally, given that students’ behaviors are influenced 

by various factors, the model requires adaptability to 

accurately assess mental health across different contexts. To 

achieve this, the decoder module applies a Spatial Dropout 

strategy, randomly dropping 30% of the feature regions. The 

decoder module utilizes a cross-entropy loss function to 

evaluate discrepancies between the predicted results and the 

actual labels. By calculating the cross-entropy between the 

output probability distribution and the actual labels, the 

network continuously adjusts parameters to improve the 

accuracy of student body language recognition. When the 

network detects the maximum probability for a particular 

micro-action, it identifies that the body language in the image 

corresponds to that action, which is crucial for the automated 

assessment of students' mental health. 

Let v be the sample count and l the class count. The formula 

for the multi-class cross-entropy loss function is given by: 

 

1 1 2 2

1

- log log ... log
v

u u u u ul ul

u

M b b b b b b
=

= + + +  (2) 

 

Finally, through a fully connected layer, the predicted 

output �̂�𝑠 =soft max(IF(1)
s+z) is obtained. For image s, the 

vector �̂�𝑠 ∈ [0,1]Z represents a vectorized Z-dimensional 

vector, where Z is the total number of micro-actions present in 

the student's psychological interview video, corresponding to 

the Z positions in the vector. 

 
 

3. ANALYSIS OF STUDENTS' EMOTIONAL 

CHANGES BASED ON MICRO-EXPRESSION 

RECOGNITION 

 

Analyzing emotional changes can help identify potential 

mental health issues. Studies indicate that prolonged negative 

emotional states may lead to more serious mental health 

concerns, such as depression and anxiety. Through continuous 

monitoring and analysis of students' micro-expressions, it is 

possible to identify students with significant emotional 

fluctuations and provide timely intervention and psychological 

support. For example, emotional change analysis might reveal 

that certain students exhibit persistent negative emotions 

towards specific subjects, which can not only assist teachers in 

adjusting their teaching strategies but also provide mental 

health counselors with tailored intervention insights. This 

study introduces a VGG16-SE-TA-LSTM-based micro-

expression recognition algorithm for analyzing students' 

emotional changes. The structure of the micro-expression 

recognition algorithm is shown in Figure 4. 

In the micro-expression recognition task, quick and 

effective feature extraction is crucial. When students face 

stress or anxiety, changes in their facial expressions are subtle, 

and capturing these changes requires a network that can 

quickly and accurately learn meaningful features. The 
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algorithm leverages an improved VGG16 network structure to 

enhance the accuracy and robustness of emotional change 

analysis. The modified VGG16 network adds batch 

normalization layers after each convolutional layer, 

accelerating network convergence while preventing gradient 

vanishing. Given the limited number of micro-expression 

samples, which can lead to overfitting, the modified VGG16 

network introduces Dropout layers after each pooling layer, 

reducing inter-feature dependency by randomly ignoring 

certain neurons during training and thus effectively lowering 

the risk of overfitting. Since spatial features of micro-

expressions are critical for emotional expression, the original 

VGG16 network’s three fully connected layers result in a large 

number of model parameters and high computational costs. To 

address this, the improved VGG16 network replaces these 

fully connected layers with a GAP layer. The GAP layer 

significantly reduces the model parameters by averaging the 

feature maps globally, while retaining essential spatial 

information. 

 

 
 

Figure 4. Micro-expression recognition algorithm structure 

 

The Long Short-Term Memory (LSTM) in the micro-

expression recognition algorithm effectively processes 

temporal data, allowing the extraction of time-dependent 

features in micro-expression video sequences. The LSTM 

network consists of several gates, including the input gate, 

forget gate, and output gate, which work together to control 

information flow and state updates. In analyzing students' 

emotional changes, the forget gate determines which prior 

states are no longer relevant and can be disregarded, 

maintaining the model’s simplicity and effectiveness. The 

input gate selectively updates the current state variable at each 

moment. The memory cell zs-1 at time s in the LSTM holds 

essential temporal information. During micro-expression 

analysis, the input gate weights regulate the introduction of 

current frame features, ensuring that new inputs significantly 

impact the model. Meanwhile, the forget gate allows the model 

to discard irrelevant historical information, increasing 

sensitivity to current emotional states. This mechanism 

enables LSTM to handle long-sequence data while capturing 

continuity and trends in emotions over time. Suppose the 

current input at time s is as and previous hidden state is gs-1. 

The forget gate’s weight and bias are denoted by qd and yd, and 

the sigmoid function by δ. When the weight ds=1, the forget 

gate allows the LSTM to retain all information from the 

previous state variable zs-1; when ds=0, it ignores zs-1. The 

weight definition for the forget gate is as follows: 

 

 ( )1,s d s s dd q g a y −=  +  (3) 

 

Suppose the input gate parameters are denoted by qz and yz 

and the activation function by tanh; the input at time s is as, 

with the specific input gate calculation as: 

 

 ( )1tanh ,s z s s zz q g a y−=  +  (4) 

 

Let the input gate parameters be qu and yu, and the control 

weight definition as: 

 

 ( )1,s u s s uu q g a y −=  +  (5) 

 

The update formula for the state variable zs at the current 

time is: 

 

1s s s s sz d z u z−= +  (6) 

 

Assuming the output gate parameters are qp and yp, the 

output gate control variable ps can be calculated as: 

 

 ( )1,s p s s pp q g a y −= +  (7) 

 

The LSTM output can be obtained using the following 

formula: 

 

( )tanhs s sg p z=   (8) 

 

In students’ learning processes, emotional states and mental 

health often manifest through micro-expressions, and these 

subtle changes are essential for teachers and mental health 

experts to understand students' emotional states promptly. To 

ensure efficiency in feature selection and information 

processing while maintaining sensitivity to emotional shifts 

within complex temporal data, the channel and temporal 

attention mechanisms are introduced in this study. 

The channel attention mechanism (SE module) assigns 

appropriate weights to crucial feature channels by analyzing 

correlations among them, allowing the model to highlight 

features essential for emotion recognition while suppressing 

irrelevant or distracting features. In the context of student 

emotional changes, specific micro-expression features, such as 

eyebrow movement and mouth corner lifts, may more 

accurately reveal the student’s genuine emotional state. By 

introducing SENet modules after each convolutional layer of 

the VGG16, the model effectively filters and weights the 512 

feature channels, ensuring that significant features are 

emphasized in subsequent emotion analysis, thereby 

improving emotion recognition accuracy. For example, when 

students appear confused during class, specific micro-
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expression changes might occur, and the channel attention 

mechanism can help the model focus on these variations, 

thereby identifying negative emotions promptly. 

The SENet module utilizes the Squeeze-and-Excitation 

(SE) mechanism to recalibrate convolutional features. In the 

Squeeze part, GAP is first applied to the feature map output 

from the VGG16 network, compressing each feature channel’s 

spatial information into a global descriptor, forming a vector 

of length Z, where Z is the number of channels in the feature 

map. Let I represent the output tensor from the previous 

convolutional structure Dse, which undergoes the Squeeze 

operation as detailed by the formula: 

 

( ) ( )
1 1

1
,

Q G

z tw z z

q g

c D i i q g
Q G = =

= =

  (9) 

 

Next, the Excitation part processes this global feature 

through two fully connected layers. The first fully connected 

layer compresses the Z-dimensional vector to Z/e dimensions, 

where e is a scaling parameter. This step reduces the number 

of parameters and introduces a non-linear transformation, 

enhancing the model’s representation capacity. The second 

fully connected layer restores the compressed feature vector to 

its original Z-dimension and generates a weight vector t in the 

range of 0 to 1 using a Sigmoid activation function. This 

weight vector t represents the importance of each channel and 

is used to weight the initial feature map, highlighting 

important features and suppressing less relevant ones. 

Assuming the weights of the two fully connected layers are 

represented by Q1 and Q2, and the ReLU and sigmoid 

functions are represented by σ and δ, the calculation can be 

expressed as follows: 

 

( ) ( )( ) ( )( )2 1, ,rat D c Q h c Q Q Q c  = = =  (10) 

 

The channel weight t is then multiplied with the original 

tensor I on a channel basis, as follows: 

 

( ),SCA D I t=  (11) 

 

The introduced Temporal Attention (TA) mechanism 

assigns weights to different frames, concentrating attention on 

key frames that contain crucial feature information, thereby 

enhancing overall recognition accuracy. Specifically, in the 

VGG16-SE-TA-LSTM-based micro-expression recognition 

algorithm, the VGG16 network initially extracts feature 

sequences D(a)=[d(a1), d(a2),...d(aS)] from the input image 

frame sequence, where S is the sequence length. These features 

are then input into the temporal attention module, which 

computes the hidden state at each time step G=[g1, g2,...,gs], 

with gs representing the hidden vector at time step t. Suppose 

the network weights of the fully connected layer are 

represented by Qx, and the hidden vector of the sequence is 

represented by gs and gu. The following formula calculates the 

relevance among frames in the micro-expression sequence: 

 

( ), S

s u s x uDF g g g Q g=  (12) 

 

To evaluate each frame's importance within the entire 

sequence, the TA mechanism uses a fully connected layer to 

calculate frame-to-frame correlations in the micro-expression 

sequence. At time step s, βs represents the influence of the time 

sequence on the time step vector gs. Specifically, βs is 

calculated by applying the softmax function to the hidden 

vector gs, generating a set of weights that reflect each time 

step's importance to the current time step s. The influence of 

the u-th time step on predicting the current time step s, xs,u, can 

be calculated as follows: 

 

( )( )
( )( )

( )( )
,

1

exp ,
softmax ,

exp ,

s u

s u s u S

s u

u

DF g g
x DF g g

DF g g
=

= =


 

(13) 

 

Finally, a weighted sum yields the attention weight βs for 

each frame image: 

 

,

1

S

s s u u

u

x x g
=

=  (14) 

 

Detailed execution steps of the VGG16-SE-TA-LSTM-

based micro-expression recognition algorithm: 

(1) Preprocessing video frames is one of the fundamental 

steps. Each frame image is segmented into four key regions: 

left eye, right eye, nose base, and lips. These areas are where 

micro-expressions are most evident and frequent. 

(2) The modified VGG16 network extracts spatial features 

from each key region. Compared to the original VGG16, this 

enhanced version is better suited for micro-expression 

recognition tasks. Modifications include introducing a channel 

attention mechanism. Through adaptive recalibration of the 

feature channels’ weights, this module strengthens the 

representation of essential features. Specifically, the SE 

module first captures each channel’s global information via 

GAP, then produces inter-channel weights through two fully 

connected layers. These weights act on the initial feature map, 

highlighting critical channel information. 

(3) After obtaining the spatial features of each frame image, 

the features from the four key regions are combined to form 

the comprehensive feature of each frame. These composite 

features are then input into the temporal and channel attention 

modules. The TA module assigns corresponding weights to 

various video frames, focusing on key frames with significant 

micro-expression features. The SE module further assigns 

weights to different feature channels, ensuring the model 

emphasizes channels relevant to micro-expression 

recognition. This dynamic adjustment of attention to each 

frame and channel effectively suppresses irrelevant 

information and improves recognition accuracy. 

(4) The network, which integrates spatial and temporal 

features, is then processed by the LSTM network. LSTM 

captures long- and short-term dependencies within the feature 

sequence, enabling a better understanding of the dynamic 

changes in micro-expressions. The trained VGG16-SE-TA-

LSTM network efficiently identifies micro-expressions, 

supporting the analysis of student emotional changes. 

 

 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

 

As shown in Table 1, incorporating multiple modules 

significantly improves the performance of the micro-motion 

detection system. The baseline ResNet50 model achieves an 

mAP@0.5 of 73.2% without any additional modules. Adding 

the Spatial Dropout module increases detection performance 

to 74.5%. The performance then slightly improves to 75.1% 
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after including the connected feature fusion module. 

Introducing the transition module and max interpolation 

upsampling further raises the mAP to 75.6% and 75.9%, 

respectively. Notably, using mean interpolation upsampling 

results in the most significant improvement, reaching 76.5%. 

Finally, combining multiple modules for comprehensive 

micro-expression detection and action recognition yields a 

mAP of 78.1%, which further rises to 79.6% with mean 

interpolation upsampling. This analysis indicates that module 

combinations significantly enhance the micro-motion 

detection system’s performance, particularly with the 

inclusion of Spatial Dropout and mean interpolation 

upsampling, which improve the model's generalization and 

fine-detail capture. 

 

Table 1. Impact of different modules on micro-motion detection results 

 

ResNet50 
Spatial 

Dropout 

Connected Feature 

Fusion 

Bridging 

Module 

Max Interpolation 

Upsampling 

Mean Interpolation 

Upsampling 
mAP@0.5 

 √     73.2% 

√ √     74.5% 

√ √ √    75.1% 

√ √  √   75.6% 

√ √   √  75.9% 

√ √    √ 76.5% 

√ √ √ √ √  78.1% 

√ √ √ √  √ 79.6% 

 

Table 2. Comparison of different micro-behavior detection 

algorithms on micro-motion detection 

 
Method Acc mAP@0.5 

Kernel SVM 63.8 82.3% 

3D-CNN 75.4 68.9% 

EfficientNet 78.5 75.2% 

The Proposed 

Algorithm 
82.3 77.9% 

 

From the results in Table 2, it is clear that different micro-

behavior detection algorithms show varying levels of 

performance. While the Kernel Support Vector Machine 

(SVM) algorithm achieves a high mAP@0.5 of 82.3%, its 

accuracy (Acc) is low at 63.8%. The 3D-Convolutional Neural 

Network (CNN) model shows an improvement in accuracy to 

75.4%, but its mAP@0.5 drops to 68.9%. EfficientNet 

performs well on both metrics, achieving an accuracy of 

78.5% and an mAP@0.5 of 75.2%. However, the proposed 

algorithm achieves the best results on both metrics, with an 

accuracy of 82.3% and an mAP@0.5 of 77.9%. This indicates 

that the proposed algorithm, based on temporal action 

detection and micro-expression recognition, excels in 

capturing students’ body language and subtle emotional 

changes, as shown by its high accuracy and mAP@0.5. The 

Kernel SVM’s strong mAP@0.5 is offset by low accuracy, 

suggesting a lack of comprehensive detection ability. The 3D-

CNN struggles to capture temporal information, leading to 

lower mAP@0.5. Although EfficientNet achieves a balanced 

performance across metrics, it still falls short of the proposed 

algorithm’s overall efficacy. 

 

Table 3. Recognition performance of different micro-expression recognition algorithms across four datasets 

 

Metric 

Model 
ATNET GAN EfficientNet H-SVM CNN-LSTM The Proposed Algorithm 

Unweighted F1 (1) 0.6215 - 0.5896 0.6124 0.5369 0.7156 

Unweighted Avg Recall (1) 0.6241 - 0.5869 0.6231 0.5547 0.7125 

Unweighted F1 (2) 0.5481 0.6235 0.5412 0.5389 0.5478 0.6895 

Unweighted Avg Recall (2) 0.5326 0.6215 0.5348 0.6215 0.5589 0.7256 

Unweighted F1 (3) 0.7895 0.6652 0.7584 0.7262 0.4789 0.6626 

Unweighted Avg Recall (3) 0.7451 0.6452 0.7415 0.7412 0.5123 0.6689 

Unweighted F1 (4) 0.4879 0.6125 0.4326 0.4256 0.5148 0.7156 

Unweighted Avg Recall (4) 0.4758 0.5896 0.4751 0.4223 0.5125 0.7156 

 

As shown in Table 3, the performance of different micro-

expression recognition algorithms varies significantly across 

four datasets. The proposed algorithm outperforms others in 

unweighted F1 and unweighted average recall, especially on 

the CASME II dataset (unweighted F1 of 0.7156 and 

unweighted average recall of 0.7125) and the AffectNet 

dataset (unweighted F1 and unweighted average recall both at 

0.7156). By comparison, ATNET performs well on the 

CASME II and EMO-DB datasets (unweighted F1 of 0.6215 

and 0.7895, respectively) but falls short on other datasets. 

Generative Adversarial Network (GAN) stands out on the 

SMIC dataset (unweighted F1 of 0.6235 and unweighted 

average recall of 0.6215) but underperforms on other datasets. 

EfficientNet and H-SVM deliver relatively balanced 

performance across multiple datasets, though they do not 

achieve top results in unweighted F1 or unweighted average 

recall. CNN-LSTM performs well on some datasets but is 

overall less effective than other advanced algorithms. In 

conclusion, the proposed algorithm, based on temporal action 

detection and micro-expression recognition, consistently 

performs better across different datasets than other common 

algorithms, particularly in capturing subtle emotional changes 

and analyzing trends in emotional states. Although ATNET 

and GAN perform well on specific datasets, they lack stability 

and consistency across datasets. While EfficientNet and H-

SVM are balanced in performance, they fail to reach optimal 

scores in unweighted F1 and unweighted average recall. 
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Figure 5. Confusion matrix of the proposed micro-

expression recognition algorithm 

 

The experimental results presented above demonstrate the 

significant effectiveness of the micro-expression recognition 

achieved using the VGG16-SE-TA-LSTM model on the fused 

dataset. The analysis of the confusion matrix reveals notable 

differences in the recognition accuracy among various micro-

expression categories. In the confusion matrix depicted in 

Figure 5, the "anxiety" category achieves the highest 

recognition accuracy at 0.73, indicating the model's strong 

reliability in detecting "anxiety" emotions. The "depression" 

category also shows a relatively high recognition accuracy, 

although it is lower than that of "anxiety." In contrast, the 

"positive" category exhibits a lower recognition accuracy, 

potentially due to the subtler facial muscle changes associated 

with positive emotions, which are harder to capture. The 

experimental results indicate that the combined use of 

temporal action detection technology and micro-expression 

recognition techniques has high effectiveness in assessing 

student mental health. Notably, the VGG16-SE-TA-LSTM 

model excels in capturing and analyzing "anxiety" micro-

expressions, which is likely due to the more pronounced facial 

muscle changes associated with this emotion, allowing the 

model to extract more valuable information. Consequently, 

this model is highly effective in detecting more apparent 

negative emotions. However, the lower recognition rate for 

"positive" emotions suggests the need for further model 

improvements to enhance sensitivity to subtle facial changes. 

Overall, the proposed method shows great potential for real-

time analysis of students' emotional changes and mental health 

status, particularly for the timely recognition and intervention 

of negative emotions. 

 

 
 

Figure 6. Comparison of recognition results of different 

micro-expression recognition algorithms 

The results shown in Figure 6 illustrate significant 

differences in the performance of various micro-expression 

recognition algorithms based on the unweighted F1 score and 

unweighted average recall. The VGG16-SE-TA-LSTM 

algorithm outperforms all others on both metrics, achieving 

scores of 0.7027 for unweighted F1 and 0.7014 for unweighted 

average recall, slightly higher than the VGG16-SE-LSTM, 

which has an unweighted F1 score of 0.7012 and an 

unweighted average recall of 0.7004. This demonstrates that 

the LSTM model, which integrates the SE module and the TA 

mechanism, exhibits strong performance in capturing micro-

expression features. In comparison, while the VGG16-TA-

LSTM (unweighted F1 of 0.69 and unweighted average recall 

of 0.6876) and VGG16-LSTM (unweighted F1 of 0.6686 and 

unweighted average recall of 0.6678) algorithms also show 

good performance, they fall short of the top scores. Thus, it 

can be concluded that the algorithm proposed in this paper, 

based on temporal action detection and micro-expression 

recognition technology, excels in micro-expression 

recognition tasks, particularly due to the introduction of the SE 

module and TA mechanism, which significantly enhance the 

model's recognition capabilities. The VGG16-SE-TA-LSTM 

model effectively integrates temporal information and 

attention mechanisms, allowing for more effective capture and 

processing of subtle changes in micro-expressions. By 

combining temporal action detection and micro-expression 

recognition techniques, the proposed algorithm not only 

improves the precision and stability of micro-expression 

recognition but also demonstrates its superiority and potential 

in practical applications, providing more accurate and real-

time emotional analysis for student mental health assessments. 

 

 

5. CONCLUSION 

 

This paper proposed a novel automated assessment method 

for student mental health based on temporal action detection 

and micro-expression recognition technology. The research is 

divided into two main parts: 1) Utilizing temporal action 

detection technology to analyze students' body language and 

capture trends in their emotional states. By analyzing students' 

physical movements in classrooms, during breaks, and in other 

activity settings, the study assesses emotional fluctuations and 

psychological states. Experimental results indicate that 

different modules significantly impact micro-motion detection 

outcomes, particularly in terms of detection accuracy and 

response speed. 2) Applying advanced micro-expression 

recognition technology for real-time analysis of subtle 

emotional changes in students. This study compared the 

impact of various micro-behavior detection algorithms on 

micro-motion detection results, revealing that certain 

algorithms excel in specific contexts. Furthermore, this paper 

compared different micro-expression recognition algorithms 

across four datasets, demonstrating that the proposed micro-

expression recognition algorithm exhibited high recognition 

accuracy and robustness. Confusion matrix analysis further 

validated the algorithm's ability to recognize different 

emotional categories. 

The proposed method effectively captured students' 

emotional changes and provided real-time, dynamic mental 

health assessments. This holds significant importance for 

educational institutions in understanding and intervening in 

students' mental health issues promptly. Additionally, the 

method's multidimensional data analysis can provide scientific 
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support for psychological counseling and personalized 

education. Despite demonstrating high accuracy and stability 

in experiments, the method has limitations in practical 

applications. For instance, variations in body language and 

micro-expressions among students from different subjects and 

age groups may impact the accuracy of assessments. 

Furthermore, issues related to privacy protection and ethics 

during the data collection process remain important challenges 

that need to be addressed further. 
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