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Network Intrusion Detection Systems (NIDS) are a difficult task for determining in any 

managerial information system or IT sectors, if a user is a normal user or an attacker. The 

main objectives of the proposed system are to enhance operational efficiency, decreasing 

the occurrence of false positives, to minimize the time complexity of the process. It is an 

excellent way for dealing with various types of network problems. Research focusses the 

various classifiers are applied to detect various types of network assaults. Performance of 

network intrusion detection by two classifiers are used to compare the results. 

Probabilistic Neural Network (PNN) and Feed Forward Neural Network (FFNN) 

classifiers are employed this suggested study. The performance results comparison 

between full featured and reduced features are presented. MATLAB software application 

is applied to test the performance of both test and train dataset. Detecting network 

intrusions is a critical challenge within managerial information systems and the IT sector, 

as it involves the complex task of distinguishing between legitimate users and potential 

attackers. Maintaining a secure network environment is paramount to safeguarding 

sensitive information and operations. In the arena of network intrusion detection, the 

research predominantly revolves around the deployment of diverse classifiers to identify 

various types of network attacks. This paper, proposes the evaluation of two specific 

classifiers, the PNN and the FFNN, with the objective of comparing their performance in 

the context of network intrusion detection. We systematically assess their effectiveness in 

both full-featured and reduced-feature scenarios, utilizing MATLAB software to 

rigorously analyze their capabilities across test and training datasets. In essence, this 

research delves into the intricate realm of Network Intrusion Detection Systems (NIDS), 

investigating how the PNN and FFNN classifiers function in the critical role of 

safeguarding networks against a multitude of potential threats. Through comprehensive 

analysis, we aim to illuminate the most efficient approach to enhancing network security 

in the constantly evolving landscape of cybersecurity. As a result, it is recommended that 

FFNN approaches be adopted as a means of improving detection efficiency and reducing 

the False Positive Rate (FPR) in network intrusion detection systems. 
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1. INTRODUCTION

One security management technique is the Network 

Intrusion Detection System (NIDS). Anti-thread software is 

placed on the server in NIDS to check if any threads are 

entering and exiting the system. Information protection is 

crucial for all organizations, agencies of the government, 

educational institutions, and other relevant industries involved 

in daily operations. NIDS is divided into two categories: (i) 

signature-based, which compares an intrusion to the log file 

already present in the database to detect it; and (ii) anomaly-

based, which monitors system activity and classifies it as 

either attack or normal using heuristics rather than signatures 

or patterns to detect misuse and computer intrusions. NIDS is 

further divided into two categories: (i) host-based, which 

tracks only the device's incoming and outgoing packets; and 

(ii) network-based. The signature-based intrusion detection

system compares a new signature with one that already exists

in the database to identify intrusions. If the attack that was

found and its matching signatures match those in the database,

it's considered an incursion. Unidentified assaults are intrusion

detection attempts that are detected on a network because they

deviate from standard attacks and are based on anomalies.

Systems for detecting network intrusions separate host-based

threats from network-based attacks. Interconnected computer

systems are able to identify network-based threats. Only one

computer can be used to identify and stop host-based assaults.

assaults using web-based techniques are feasible when

systems are connected to the internet. These assaults can

spread to other systems through email, chat, information
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downloads, and other means. Hazardous web-based attacks 

can now target a large number of computer systems [1]. 

Through the Internet, users actively contribute important 

knowledge, offering many chances to improve the security and 

stability of networked systems. NIDS are essential for 

classifying successful intrusions and enabling prompt 

countermeasure deployment to stop or track attacks. There are 

two main kinds of network attacks. By connecting network 

activity to predetermined signatures kept in a database, 

signature-based intrusion detection systems identify intrusions. 

Activity that is found and that matches these signatures is 

considered perhaps intrusive. Anomaly-based intrusion 

detection systems, on the other hand, distinguish unexpected 

threats by departing from standard network activity patterns. 

NIDS are made expressly to recognize and separate host-based 

threats from network-based attacks. Computer systems are 

vulnerable to network-based attacks because of their 

interconnectedness. These attacks can enter systems through 

various web-based channels, including email, chat services, 

downloads, and more. As a result, a lot of computer systems 

are now susceptible to potentially dangerous online attacks [2]. 

In conclusion, the abundance of knowledge exchange on the 

Internet has produced a setting where network security is 

critical. By classifying attacks into misuse and anomaly-based 

categories and protecting networked systems from the 

constantly changing web threat landscape, NIDS play a crucial 

role as protectors, guaranteeing the stability and security of 

these systems. 

 

 

2. LITERATURE REVIEW 

 

Neural Network is the effective way to detecting the 

intrusion more effectively. To address these issues, we 

propose the utilization of FFNN and PNN classifiers for the 

purpose of detecting intrusions based on signatures. Multiple 

tactics are utilised in the MATLAB programme in this 

challenge to increase performance on the KDD dataset. 

Performances are compared with full-featured and reduced 

features as well. FFNN has been classified into two distinct 

categories, namely single-layer and multi-layer. The single-

layer type is the initial and fundamental form of independent 

machine learning, comprising solely of input and output layers. 

On the other hand, the multi-layer type consists of three layers, 

namely input, hidden, and output layers. The Forward Phase is 

utilized to establish fixed parameters and culminates with the 

error signal. During Backward Phase, incorrect signals are 

transmitted via network. During this phase, the network's free 

parameters are adjusted to decrease statistical error. The PNN 

is a natural extension of the Bayes classifier work. To be more 

exact, it is considered the function that approximates 

distribution's probability density. PNN are grouped into 

pattern, summation and output layer. Proposed technique 

utilised to classify KDD Dataset. The four classifications that 

are classified and compared are Normal with DoS, Probe, R2L, 

and U2R. The MATLAB code is used to calculate precision, 

recall, F-value, and efficiency. Network intrusion detection 

system is crucial in identifying real-world intrusions. As a 

result of the numerous incursions that have plagued many 

systems, a variety of strategies and tactics have been offered. 

The identification of intrusions is facilitated through the 

utilization of various methodologies such as data mining, 

neural networks, and statistical algorithms. The present paper 

is interrelated with the discussion of diverse approaches and 

techniques that are employed for the purpose of detecting 

intrusions. The topics of efficiency and accuracy are addressed 

by the Conditional Random Fields (CRF) and Layered 

Approach. This methodology employs the utilization of CRF 

and Layered techniques to effectively and precisely identify 

attacks. The approach in question is capable of detecting 

attacks through the use of the KDD dataset [1]. 

To reduce the number of required resources to identify as an 

attack, Neural Network and algorithm of Rough Set were 

utilized [2, 3]. The data is tested using the KDDCup'99 dataset, 

producing a more robust and reliable conclusion. The 

utilization of data mining methodologies, such as decision 

trees, has proven to be effective in the identification of assaults 

[4]. The KDD dataset is employed for both training and testing 

purposes. This approach has demonstrated advancements in 

the detection of novel anomalies [5]. The identification of 

anomalies is ascertained through the utilization of Multivariate 

Statistical Analysis methodologies. Statistical techniques are 

employed to assess the aforementioned [6, 7]. Hidden Markov 

Model applied to provide anomaly intrusion detection via 

system calls [8]. To detect network intrusions, the Genetic 

Algorithm is used. The Genetic Algorithm considers 

information about spatial and temporal when encoding the 

problem. Genetic Algorithm is useful to identifying anomalies 

[9]. In order to decrease the computational intensity, various 

techniques for feature reduction are employed to diminish the 

amount of time required for calculations, while simultaneously 

enhancing accuracy [10]. The application of statistical 

classification techniques, specifically the identification of 

anomalies through network-based analysis using the 

Hierarchical Gaussian Mixture Model, is being explored. The 

widely recognized KDD dataset has been selected as the basis 

for evaluating this model. To ascertain its feasibility and 

effectiveness, six categorization strategies have been 

employed for validation purposes [11]. The aforementioned 

methodology is employed in Intrusion Detection Systems with 

the aim of mitigating the occurrence of erroneous alerts and 

enhancing the precision of attack identification [12, 13]. 

The Correlation Coefficient Matrix is used to characterise 

normal or abnormal network traffic to accurately categorize 

several anomaly behaviours (DDoS attacks and network 

scanning) [14, 15]. The various techniques are analyzed with 

different features [16, 17]. The proposed system has been 

designed to address the limitations of the existing system and 

aims to mitigate the issues associated with the KDD dataset 

through the utilization of a neural network classifier [18, 19]. 

The proposed system aims to achieve the following objectives: 

 

i. In order to enhance operational efficiency, 

ii. With the aim of decreasing the occurrence of false 

positives, 

iii. To minimize the time complexity of the process. 

 

The subsequent content of this document comprises of the 

following: Section 2 delves into the discourse of pertinent 

literature. Section 3 furnishes details pertaining to the KDD 

dataset. Section 4 proffers experimental data, along with a 

corresponding discussion. Finally, Section 5 culminates with 

a conclusive summary. 

 

 

3. KDD DATASET DESCRIPTION 

 

In order to test intrusion detection systems, the KDD dataset 
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was employed. The training dataset comprises approximately 

4,900,000 records with 41 attributes, either normal or attack 

[2]. KDD dataset contains various attacks and 24 different 

training assault. Four categories of attacks are represented [1, 

8]. In KDD Dataset is categorized into many attacks, these 

attacks are divided into different classes. As per the nature of 

the attacks, it can be grouped into various classes. The KDD 

Dataset itself, these groups are categorized. 

Denial of Service (DoS) attacks: For instance, they can 

prevent a system from responding to valid requests. Deluge 

[15, 20]. 

User-to-Root (U2R) attacks: These refer to instances of 

unapproved access to the root (local super user) rights. 

Overflow of buffer attacks. 

Remote-to-Local (R2L) attacks: R2L assaults, or illegal 

access from a remote machine, are one type of attack which 

makes an incorrect password guess. 

Probing: As an example, consider surveillance and other 

probing assaults. scanning ports. 

In that sequence, sets are labelled AA, BB, CC, DD, and EE. 

The data for the set 'AA' is obtained from the DoS class. Set 

'BB' gathers information from U2R. Set 'CC' is obtained from 

R2L. Set 'DD' gathers information from Probe. Set E'E' comes 

from Normal. The next data sets can be used to train and 

evaluate the KDD dataset data [21]. 

To detect assaults in the KDD dataset, 41 features and 

reduced features are applied in each class. The webpage lists 

the 41 features. 

Every symbol is allocated an integer code to facilitate its 

conversion into numerical representation. For example, in the 

protocol_type, ‘0’ is allocated to tcp, udp is 1, and icmp is 2. 

Initially, the attacks were categorized as follows [22]: 'AA' for 

Denial of Service (DoS), 'BB' for User to Root (U2R), 'CC' for 

Remote to Local (R2L), 'DD' for Probe, and 'EE' for Normal. 

The features src_bytes and dst_bytes possess an extensive 

integer range spanning from 0 to 1.3 billion. To limit this range 

to [0.000, 9.140], these attributes underwent logarithmic 

scaling with a base of 10. All other features are Boolean [23], 

with values ranging from [0.0, 1.0]. In result, scaling was 

unnecessary for these properties. Table 1 shows the category-

wise attacks.  

 

Table 1. Displays attacks classified by category 

 
DoS R2L U2R Probe 

smurf 

back 

pod 

land 

teardrop 

neptune 

guess_passwd 

ftp_write  

imap  

phf  

multihop  

spy 

warezmaster 

warezclient 

loadmodule 

buffer_overflow 

rootkit 

perl 

nmap 

ipsweep 

satan 

portsweep 

 

Table 2. Data set for training and testing 

 
 Training Set (10%) Testing Set (Corrected) 

DoS 391458 229853 

U2R 52 70 

R2L 1126 16347 

Probe 4107 4166 

Normal 97278 60593 

Total 494021 311029 

 

For training the network, the 10% KDD data is trained using 

two different neural networks. Generally, the networks are 

programmed to execute functions such as identifying patterns 

and making decisions. The training set is shown in Table 2. 

For network testing, the corrected KDD data is tested using 

two distinct neural networks. The accuracy of each neural 

network is verified by examining the KDD data. The testing 

set is shown in Table 2. 

 

 

4. METHODOLOGY 

 

4.1 Normalization 

 

In order to normalize feature values, each feature's values 

are statistically analyzed using the KDD Cup 1999 dataset's 

available data. An acceptable maximum value is then 

established for each feature. The normalization of feature 

values in the interval [0, 1] is computed based on the 

maximum values and the subsequent straightforward formula. 

 

( )

1;

N (f  V / )

If f MaximumF

e

V

N

Oth rwise

a

f

f M ximumF

−

−



=

=

 (1) 

 

F: Feature f_v: Feature value 

MaximumF: Maximum acceptable value for F 

N_f: Normalized or scaled value of F 

 

4.2 Probabilistic neural network (PNN) 

 

Directly following the work on Bayes classifiers is the PNN. 

To be more exact, the PNN is understood as a function that 

roughly represents the distribution's probability density. The 

PNN is made up of nodes that are arranged in the pattern, 

summation, and output layers-the three levels that come after 

the input layers. 

 

Pattern Layer: One pattern node is used for every training 

stage. Every pattern node is a product of the weight vector and 

a specific node whose weights enter it for classification. The 

product is then run via the activation function after that: 

 

exp[(𝑥T𝑊𝑘𝑖 − 1) 𝜎2⁄ ] (2) 

 

Summation Layer: The following outputs are sent to each 

summation node by pattern nodes connected to a certain class: 

 

∑ exp [
( 𝑥𝑇𝑤𝑘𝑖 − 1 )

𝜎2
 ]

𝑖=1𝑁𝑘

 (3) 

 

Output Layer: Binary neurons serve as the output nodes, 

producing the categorization decision. 

 

∑ exp [
( 𝑥𝑇𝑤𝑘𝑖 − 1 )

𝜎2
 ]

𝑖=1𝑁𝑘

> 

∑ exp [
( 𝑥𝑇𝑤𝑘𝑗 − 1 )

𝜎2
 ]

𝑖=1𝑁𝑗

 

(4) 

 

The smoothing factor, or the deviation of the Gaussian 

functions, is the only element that needs to be chosen for 

training. Excessive tiny deviations result in an extremely spiky 

approximation that is poorly suited for generalization, whereas 
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excessively large deviations smooth out details. An 

experiment determines which deviation is appropriate. 

 

4.3 Feed Forward Neural Network (FFNN) 

 

Only input to output signal transmission is possible with the 

FFNN. Generally speaking, FFNNs are simple networks that 

link inputs and outputs. They are widely applied in the field of 

pattern recognition. The FFNN are divided into two 

categories: Single-layer and multi-layer. 

The first and most basic learning machine is the single-layer 

neural network. The input layer and output layer are examples 

of the two layers that make up the single layer. Three levels 

make up multi-layer feed forward networks: The input layer, 

the hidden layer, and the output layer. 

In multilayer FFNN, there are two different phases that are 

used. The Forward Phase fixes the network's free parameter 

and computes the error signal at the end. 

 

e di yi= −  (5) 

 

where, yi is the network's actual output in response to the input, 

and di is the anticipated response. The network propagates the 

error signal (e.i.) during the Backward Phase. In order to 

statistically minimize the error e.i., the network's free 

parameters are adjusted at this phase. 

 

 

5. EXPERIMENTS AND RESULTS 

 

The layered technique's initial goal was to reduce 

calculation time in order to find abnormal events. Every layer 

of the model undergoes independent training before being 

deployed successively. The four layers are the probe, DoS, 

R2L, and U2R layers. Then, each layer is trained 

independently using a small set of essential features. 

 

 
 

Figure 1. Depiction of an approach 

 

Figure 1 illustrates a depiction of an Approach, wherein 

layer1 pertains to DoS, layer2 pertains to Probe, layer3 

pertains to R2L, and layer4 pertains to U2R. 

A layered classifier is suggested to identify the different 

types of classes. There are types of classes-DoS, Probe, R2L, 

U2R and Normal-are taken into consideration. There are 

various assaults in each class. The layered strategy is 

suggested to determine the class type; if the class is determined, 

attacks are detected; if not, the subsequent class is taken into 

account, and the procedure is repeated. To increase the 

detection rate and decrease computation time, layered 

classifiers are used specific attributes that are used to detect 

different types of attacks. Compare with full featured with 

reduced features, the reduced features are providing better 

accuracy, minimum time and less false positive rate due to 

feature reduction takes place and removed the unnecessary 

features. 

Consequently, instead of using all 41 characteristics and a 

different subset of attributes for each layer. Both training and 

testing performance have increased as a result of these 

noteworthy outcomes. The performance of our suggested 

methodology is better in terms of attack detection accuracy. 

The technique is used to find intrusions based on the KDD 

dataset. There are numerous assaults in this 41-feature dataset. 

Forty-one characteristics in all-five for the Probe layer, nine 

for the DoS layer, fourteen for the R2L layer, and eight for the 

U2R layer-have been trimmed down [16]. 

Results provide the F-Value, Accuracy, Precision, and 

Recall needed to achieve high accuracy. Consequently, it may 

achieve 100% accuracy for DoS assaults and skew the system 

[17]. Recall, precision, and F-Value are unaffected by the 

number of training and test samples. 

 

. .
Precision Values =

. . . .

T P

T P F P+
 (6) 

 

. .
Re  Value

. . . .

T P
call

T P F N
=

+
 (7) 

 
2

2

(1+β )*Precision Value*Recall Value 
F Value=

β *(Precision Value*Recall Value)
 (8) 

 

Total number of Attacks Detected
Efficiency (%) = *100

Total number of Attacks
 (9) 

 

where, T.P., F.P., and F.N. are quantity of True and False 

Positives and False Negatives, and 𝛽 correspond to precision 

versus recall. 

 

5.1 Reduced and 41 features dataset for DoS with 41 

features 

 

Table 3 compares two classifiers’ outcomes to 41 features 

and reduced features, both are shown Appendix (A.1) and 

efficiency are measured. The outcomes are presented in Table 

3. 

The classification with KDD dataset was completed using 

41-feature and 9-feature for DoS. The accuracy of 41 feature 

datasets is near 98% average for FFNN and PNN. The 

accuracy of 9 feature is more than 99% average for FFNN and 

PNN, being the most accurate.

 

No 

KDD Dataset 

Analyzing the 

Dataset 

NormalSet and 

LayeredSet 

Full Features (or) 

Selected Features 

Normal       

Yes 

Label as Normal 

Label as Attack 
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Table 3. Outcomes of DoS with 41 features and reduced features 

 
Function Features Efficiency% Recall Precision F-Value 

FFNN 

Top 

41 

98.89 98.95 97.87 98.91 

Normal 96.67 95.77 96.34 97.67 

Poor 94.67 92.31 95.56 94.89 

Top 

09 

99.17 99.67 98.68 99.17 

Normal 99 97.68 98.04 99.01 

Poor 98.33 94.67 96.77 98.36 

PNN 

Top 

41 

98.78 97.19 97.45 98.49 

Normal 98.67 97.07 95.77 98.05 

Poor 96.33 96.67 94.32 97.31 

Top 

09 

99.24 99.45 99.74 99.28 

Normal 98.67 99.33 98.54 98.87 

Poor 95.50 99.00 92.77 96.50 

 

Table 4. Outcomes of Probe with 41 features and reduced features 

 
Function Features Efficiency% Recall Precision F-Value 

FFNN 

Top 

41 

94.33 96.33 98.19 94.1 

Normal 93.67 94.35 98.14 92.22 

Poor 91.36 90.86 97.49 90.26 

Top 

05 

97.67 98.36 99.90 98.89 

Normal 95.16 95.66 98.99 97.26 

Poor 93.33 92.59 96.87 94.67 

PNN 

Top 

41 

98.76 100 98.36 98.59 

Normal 96.60 98.80 98.04 96.01 

Poor 93.67 95.65 97.4 92.68 

Top 

05 

99.05 100 99.01 99.50 

Normal 98.17 98.65 98.36 99.17 

Poor 96.5 95.76 97.09 98.52 

 

Table 5. Outcomes of R2L with 41 features and reduced features 

 
Function Features Recall Precision F-Value 

FFNN 

Top 

41 

97.33 98.35 98.84 

Normal 95.33 97.71 98.51 

Poor 90.33 97.36 97.84 

Top 

14 

99.67 99.01 99.50 

Normal 98.45 97.68 96.58 

Poor 93.55 98.68 94.34 

PNN 

Top 

41 

96.43 95.96 93.02 

Normal 95.33 83.33 90.91 

Poor 91.33 81.97 88.09 

Top 

14 

99.76 96.96 97.02 

Normal 98.45 86.46 92.74 

Poor 93.55 83.33 90.90 

 

Table 6. Outcomes of U2R with 41 features and reduced features 

 
Function Features Efficiency% Recall Precision F-Value 

FFNN 

Top 

41 

98.24 97.90 93.33 94.71 

Normal 96.61 95.11 92.73 93.33 

Poor 94.30 92.63 90.50 91.14 

Top 

08 

98.89 98.80 96.77 96.78 

Normal 96.30 95.05 93.04 94.78 

Poor 94.98 92.32 91.43 88.46 

PNN 

Top 

41 

97.98 96.79 99.78 97.27 

Normal 94.67 93.53 98.66 95.05 

Poor 91.73 90.79 96.75 92.09 

Top 

08 

98.24 96.84 99.89 98.85 

Normal 97.61 95.32 97.55 95.67 

Poor 94.98 94.79 94.67 90.27 

 

5.2 Reduced and 41 features dataset for probe with 41 

features 

 

Table 4 compares two classifiers’ outcomes to 41 features 

and reduced features, both are shown Appendix (A.2) and 

efficiency are measured. The outcomes are presented in Table 

4. 

The classification with KDD dataset was completed using 

41-feature and 5-feature for DoS. The accuracy of 41 feature 

datasets is near 96% and 98% average for FFNN and PNN. 
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The accuracy of 5 feature is more than 98% and 99% average 

for FFNN and PNN, being the most accurate. 

 

5.3 Reduced and 41 features dataset for R2L 

 

Table 5 compares two classifiers’ outcomes to 41 features 

and reduced features, both are shown Appendix (A.3) and 

efficiency are measured. The outcomes are presented in Table 

5. 

The classification with KDD dataset was completed using 

41-feature and 5-feature for DoS. The accuracy of 41 feature 

datasets is near 98% and 94.5% average for FFNN and PNN. 

The accuracy of 5 feature is more than 99% and 98% average 

for FFNN and PNN, being the most accurate. 

 

5.4 Reduced and 41 features dataset for U2R with 41 

features 

 

Table 6 compares two classifiers’ outcomes to 41 features 

and reduced features, both are shown Appendix (A.4) and 

efficiency are measured. The outcomes are presented in Table 

6. 

The classification with KDD dataset was completed using 

41-feature and 5-feature for DoS. The accuracy of 41 feature 

datasets is near 96% and 97% average for FFNN and PNN. 

The accuracy of 5 feature is more than 97% and 98% average 

for FFNN and PNN, being the most accurate. 

 

5.5 Comparison of results 

 

The overall results comparison between full featured and 

reduced features are measured. Table 7 shows the overall 

results. It is concluded that FFNN is identified for DoS, R2L, 

and U2L assaults quite effectively and PNN is identified for 

DoS, The Probe and U2R attacks exhibit a high degree of 

efficacy. Upon comparison between the full-featured and 

reduced-featured variants, it has been observed that the latter 

performs superiorly. 

 

Table 7. A comparison of the performance in different 

algorithms 

 
 DoS% Probe% R2L% U2R% 

Proposed full Features of 

FFNN 
98.89 94.33 98.83 98.24 

Proposed reduced Features of 

FFNN 
99.17 97.67 99.50 98.89 

Proposed full Features of 

PNN 
98.78 98.76 96.50 97.98 

Proposed reduced Features of 

PNN 
99.24 99.05 97.56 98.24 

Layered CRF [1] 97.45 98.65 29.65 86.35 

Multi Classifier [16] 97.35 88.73 9.64 29.82 

Multi Layer Perceptron [17] 97.24 88.8 5.67 13.27 

Gaussian Classifier [8] 82.43 90.4 9.62 22.84 

 

 

6. CONCLUSION 

 

This research suggests a Neural Network method that makes 

use of PNN and FFNN classifiers to identify the attacks. This 

article shows that PNN and FFNN are more accurate for DoS 

than other approaches. PNN performs more accurately for the 

Probe than other methods. The FFNN performs better in terms 

of accuracy than other methods for both R2L and U2R attacks. 

The KDD dataset is utilized to apply these methods using 

MATLAB software. For DoS assaults, R2L attacks, and U2R 

attacks, FFNN performs better than PNN when compared to 

these two classifiers. As such, it is advised that FFNN 

approaches be considered in order to increase effectiveness 

and reduce the false positive rate. 

In order to detect network assaults, we suggest using a 

neural network technique that makes use of PNN and FFNN 

classifiers. Based on our research, PNN and FFNN perform 

better than other approaches when it comes to accuracy, 

especially when it comes to DoS attacks. Especially, PNN 

outperforms other methods in terms of accuracy against Probe 

assaults. On the other hand, FFNN is more accurate in R2L 

and U2R attacks. We use MATLAB software to run these 

algorithms on the large-scale KDD dataset in order to evaluate 

our methodology. These two classifiers are compared, and the 

results show that FFNN performs better than PNN in all attack 

categories, such as DoS attacks, R2L attacks, and U2R assaults. 

Therefore, it is advised that FFNN techniques be used in 

network intrusion detection systems to increase detection 

effectiveness and lower the False Positive Rate (FPR). To sum 

up, this study recommends using FFNN classifiers to improve 

network attack detection accuracy and effectiveness, 

especially in DoS, R2L, and U2R attack scenarios. 
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APPENDIX 

 

A Feature Selection 

 

A.1 Features selected for DoS layer 

 
Feature Number Feature Name 

1 Duration 

2 protocol_type 

4 Flag 

5 src_bytes 

23 Count 

34 dst_host_same_srv_rate 

38 dst_host_serror_rate 

39 dst_host_srv_serror_rate 

40 dst_host_rerror_rate 

 

A.2 Features selected for Probe layer 

 
Feature Number Feature Name 

1 Duration 

2 protocol_type 

3 Service 

4 Flag 

5 src_bytes 

 

A.3 Features selected for R2L layer 

 
Feature Number Feature Name 

1 Duration 

2 protocol_type 

3 Service 

4 Flag 

5 src_bytes 

10 Hot 

11 num_failed_logins 

12 logged_in 

13 num_compromised 

17 num_file_creations 

18 num_shells 

19 num_access_files 

21 is_host_login 

22 is_guest_login 
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