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 Researchers have been paying greater attention to Underwater Wireless Sensor Networks 

(UWSN) lately because of their advancements in ocean surveillance, application 

deployment, and marine monitoring. However, because of its intrinsic qualities, this sensor 

network is susceptible to several kinds of cyberattacks, including Active Attacks, Sybil 

Attack, Denial-of-Service (DoS), Passive Attacks and Traffic Analysis. The Sybil assault 

is one of the deadliest cyberattacks and causes significant network damage among other 

attacks. This research proposes an intelligent techniques model-based cyber-attack 

detection system that combines deep learning and machine learning technologies for 

identifying cyber-attacks. Additionally, a feature reduction approach using machine 

learning methods Support Vector Machine (SVM) and Principal Component Analysis 

(PCA) is used to identify the attributes that are most strongly linked to the chosen attack 

categories. The study assesses the accuracy of a suggested Recurrent Neural Network 

(RNN) an algorithm for classifying and detecting intrusions that are based on deep learning. 

The proposed system achieves (97%) accuracy after dimensional reduction and 

optimization. This study will help the researchers design the routing protocols to cover the 

known cyber-attacks and help industries manufacture the devices to observe these cyber-

attacks, which could reduce the possible attack chances in UWSN communication. 
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1. INTRODUCTION 

 

One common application for Underwater Wireless Sensor 

Networks, or UWSNs, is the detection and monitoring of the 

underwater environment. It is equipped with multiple sensors 

and cars positioned to carry out particular functions in a 

predetermined region [1]. To process the observed data further, 

these networks are further connected to satellites and base 

stations. The first numerous applications, including resource 

exploitation, disaster avoidance, monitoring, maritime 

surveillance, river and sea pollution detection, and 

oceanographic data compilation, are supported by UWSNs. 

Using a hybrid feature reduction technique, intelligence 

techniques is used to detect cyber-attacks in UWSNs by 

building a system that can efficiently identify and categorize 

cyber-attacks [2]. Researchers and industry alike find the 

UWSN to be a fascinating field. The hostile underwater 

environment, the open audio channel, and its inherent 

capabilities make it vulnerable to dangers and malicious 

cyber-attacks. The basic characteristics of this sensor network, 

however, make it vulnerable to a variety of assaults, including 

as traffic analysis, denial-of-service (DoS), sybil attacks, 

active attacks, and passive attacks. Among other attacks, the 

Sybil assault is one of the deadliest cyberattacks and seriously 

damages networks.  These features make it simple for 

cybercriminals to steal data between the source and the 

destination. 

The attenuation of radio signals in an underwater 

environment makes it impossible to find sensor nodes using 

the Global Positioning System (GPS) [3]. Because of this, 

UWSNs use auditory communication to send and receive data 

between the source and the destination. Terrestrial Wireless 

Sensor Networks (TWSNs) and UWSNs have various features 

and purposes. These differences can be observed in a variety 

of ways. To begin with, UWSNs use acoustic signals rather 

than radio waves for communication, in contrast to TWSNs. 

TWSNs have more static networks compared to UWSNs' more 

dynamic networks [4]. 

Thirdly, in contrast to TWSNs, the underwater site is 

confined and uncontrolled. It is more difficult to locate nodes 

in UWSNs than in TWSNs. Moreover, underwater sensor 

devices have more expensive hardware and are constrained by 

memory and energy [5]. 

These factors cause changes in the sound speed in 

underwater environments. There are several uses for wireless 

sensor networks (WSNs), which provide an essential link 

between the physical world and the Internet of Things. 

The underwater wireless sensor network environment is 

shown in Figure 1. 
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Figure 1. Overview of Underwater Wireless Sensor Networks [6] 

 

Underwater Wireless Sensor Networks (UWSN) have 

recently emerged as a powerful method for aquatic 

applications and their importance in the present time [7]. 

These applications are becoming increasingly important in 

many fields, including: environmental and pollution 

monitoring, environmental and oceanic data collection, early 

warning systems, disaster prevention, distributed tactical 

surveillance, water navigation, and resource discovery [8]. 

This is because water covers approximately two-thirds of the 

Earth's surface (70%), so most of the resources under the 

surface of the water have only been discovered, a small part of 

which [9]. 

The industry uses WSNs extensively for continuous object 

boundary detection, which is crucial to WSNs [10]. In 

multichip underwater networks, incorrect packet size 

determination reduces network performance in terms of 

latency, resource usage, throughput efficiency, and energy 

consumption [11]. 

Using a hybrid feature reduction technique, intelligence 

techniques is used to detect cyber-attacks in UWSNs by 

building a system that can efficiently identify and categorize 

cyber-attacks [12]. The method improves intrusion detection 

performance by reducing the high-dimensional feature space 

by combining machine learning and deep learning approaches. 

To do this, the most pertinent features are extracted using a 

hybrid feature reduction technique. Next, to precisely classify 

network traffic, the system is trained using RNN algorithm. 

The main objective is to provide high-performance learning 

and early detection systems for efficient cyber-attack detection 

and prevention in UWSNs environments. Cyber-attacks are 

destroying the Wireless Sensor Network (WSN). 

The cyber-security applications employ Machine Learning 

(ML), a subset of artificial intelligence, for prediction systems 

and zero-day attack detection [13]. The four categories of 

machine learning approaches are unsupervised, supervised, 

semi-supervised, and reinforcement learning [14]. ML is 

intended to be supplied in regular conditions. Therefore, a 

situation could become unstable due to cyber-attacks. The 

Machine learning enables real-time threat detection by being 

exceptionally good at spotting anomalies in network behavior. 

It is capable of analyzing enormous volumes of data to find 

unknown viruses, insider threats, and policy infractions. The 

Deep learning can be defined as a collection of machine 

learning algorithms that go through multiple stages and are 

taught on different datasets. Cyber-security is identifying 

threats in UWSNs to protect shared and stored information and 

data in light of the rise in cybercrime. Simulated attackers for 

SCADA and VANET intrusion detection systems may 

become ineffective due to a variety of machine learning 

techniques [15]. The Deep learning is an effective method that 

has multiple applications in enhancing cybersecurity. It can be 

used to recognize and thwart phishing attempts, find and halt 

malware, and even forecast potential threats in the future. 

We used the SVM and PCA because can withstand outliers 

and noisy data, which are frequent in actual cyberattack 

scenarios. This guarantees dependable performance even 

while working with erroneous or incomplete data. 

We choose the RNN because RNNs are so good at finding 

patterns in sequential data; they are perfect for spotting 

anomalies in network traffic that could point to a cyberattack. 

By analyzing a vast amount of security data, the suggested 

model can identify cyberattacks by deciphering their intricate 

underlying structure, hidden sequential links, and hierarchical 

feature representations. The effectiveness of SVM and RNN 

machine learning algorithms for cyber security issues is 

assessed in this research. 

The proposed work is evaluated by taking into account the 

employed dataset, NSL-KDD. The accuracy, precision, and F-

measure of the suggested method are assessed for each dataset 

in both the full features and reduced features scenarios [16]. 

Additionally, a comparison is made between the results of 

benchmark machine learning approaches and the suggested 

(SVM-PCA-RNN). Three stages of this approach-feature 

reduction, feature extraction, and categorization-combine 

deep learning with machine learning. These steps are 

necessary to stop the early attack detection-related decrease in 

resource availability. 

 

 

2. RELATED WORKS 

 

Due to the increasing reliance of Underwater Wireless 

Sensor Networks (UWSNs) on networked devices, robust 

cyber-security measures are necessary. Among other threats, 

these networks are vulnerable to eavesdropping, denial-of-

service attacks, and data breaches. Effective cyber-security is 

essential for protecting sensitive data, ensuring dependable 

communication, and protecting critical infrastructure. Because 

of their limited communication capabilities and dangerous 

underwater environment, UWSNs provide unique cyber-

security challenges. Underwater channels are dynamic, which 

could make implementing security much more challenging. 

Additionally, typical security protocols might not be suitable 

for these networks [17]. Machine learning and deep learning 

techniques are crucial for enhancing cyber-security protocols 

and protecting computer systems against various cyber-attacks, 
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hacking incidents, and data thefts. Table 1 shows the four 

methods for the NSL-KDD combination. 

 

Table 1. Summary of work results related to the four 

methods for the NSL-KDD dataset 

 
Methods Accuracy Precision F1-Measure 

ML 83.9% 82.9% 83.01% 

DL 85.19% 83.66% 84% 

Hyper PCA & RNN 88.06% 87.49% 89.01% 

Hyper SVM & RNN 90.4% 91.18% 91.06% 

 

A lot of research has been done on cyber-security, a critical 

topic in computing systems, to develop secure systems that can 

recognize and isolate cyber-attacks, particularly in UWSNs. 

The primary and secondary categories of machine learning 

that were employed in malware detection in cyber-security, 

DOS assaults, phishing websites, spam, and biometric 

identification were provided by researchers [18]. In the study 

of Berman et al. [19], numerous machine learning approaches 

were employed in Vehicular Ado Network (VANET) cyber-

security applications. Using the recommended techniques, this 

was done to identify the different sorts of attacks. These 

methods, which mimic attackers utilizing Supervisory Control 

and Data Acquisition (SCADA) systems and spying determine, 

could render attackers ineffectual. While the six machine 

learning techniques the authors of the paper introduced Nave 

Bayes, Decision Trees, Random Forests, Neural Networks, 

Gradient Boost, and Multilayer Perception [20]. However, a 

team of scientists suggested by Apruzzese et al. [21] models 

for predicting correlation based on deep learning that made use 

of the Mixed Convolutional Neural Network (WL-DCNN) 

and the Wifelier-Lehman kernel for quick sub-graph tagging 

and extraction [22]. This was done to improve the topological 

mining features' remarkable performance and great degree of 

generality through self-learning. On the CICIDS2017 datasets, 

Hussein et al. [23] proposed a DL model that could detect 

Distributed Denial-of-Service (DDoS) cyber-security assaults 

with an accuracy of up to 97.16%. Reliable and current deep 

learning research has already applied massive convolutional 

neural networks with data sets [24]. This indicates that deep 

learning intelligence algorithms are now popular. In the study 

of Dixit and Silakari [25], a comparison research and offering 

evaluation of different using deep learning and machine 

learning techniques, the WSN-DS dataset may be saved and 

intruders may be recognized. It was demonstrated that ML 

techniques were inferior to deep learning classifiers in terms 

of intrusion detection results. 

 

 

3. ISSUES AND ATTACKS IN UWSNS 

 

The UWSN is a network designed to monitor activities 

across a certain area. It consists of intelligent sensors and 

vehicles that have been modified to cooperate in wireless 

communication. The data is retrieved from sensor nodes via 

the surface sink. A transceiver on the sink node is capable of 

controlling acoustic signals that are received from nodes 

underwater. Long-range radio frequency signals can be sent 

and received by the transceiver in order to communicate with 

the onshore station. For a specific use, the gathered data are 

either locally utilized or connected to another network [22]. 

Deployable nodes on the surface and below the water make 

up Underwater Wireless Sensor Networks. With other nodes 

in the same network as well as with the base station, all nodes 

must be able to communicate and exchange data. Data 

transmission using optical, electromagnetic, or acoustic wave 

media is a function of sensor network communication systems. 

Because of its attenuation qualities in water, audio 

communication is the most utilized and well-liked of these 

medium kinds. When energy is absorbed and transformed into 

heat in water, a factor of low transmission is produced. Long-

distance transmission and reception of acoustic signals is made 

possible by their low frequency operation. Marine surveillance, 

sea monitoring, deep sea archaeology, oil monitoring, etc. are 

some of the main uses of UWSN. This work's primary 

objective is to present a thorough analysis of underwater 

sensor networks, including their applications, deployment 

strategies, and routing algorithms. 

The UWSNs are more vulnerable to cybersecurity threats 

than terrestrial networks because of the hostile underwater 

conditions and limited use of acoustic communication. Among 

these difficulties are restricted bandwidth and significant 

latency are compared to radio transmission in the air, acoustic 

communication underwater is substantially slower and has a 

smaller bandwidth. Large-scale data transmission and real-

time communication are hampered by this. High energy 

consumption is sensor nodes' battery life may be shortened by 

acoustic communication, which uses more energy than radio 

transmission. Physical security is sensor nodes are susceptible 

to theft or other physical threats. 

Limited computing resources is complex security methods 

may be challenging to implement on sensor nodes because to 

their limited memory and processing capability. 

The UWSNs and underwater acoustic channels suffer from 

several limitations that create potential safety risks. As a result, 

UWSNs become vulnerable to many malicious threats and 

attacks [26]. Depending on the actions taken by the malicious 

attacker, these attacks can be passive or active. 

Figure 2 illustrates the Issues and attacks in to Underwater 

Wireless Sensor Networks (UWSN). 

 
 

Figure 2. Issues and attacks in UWSNS 

 

3.1 Cyberattacks 

 

Cyber-attacks are ruthless and illegal attempts to steal 

sensitive data and information from a particular person 

without that person's knowledge [27]. As cyber-attacks 

increase yearly, hackers are making money off sensitive data 

belonging to valuable organizations. More than $500k has 

been lost to cybercrime in recent years [28]. The most 

widespread types of cyber-attacks a malware the term 

"malware" describes unauthorized software, apps, worms, and 

viruses. Malware software is installed when a customer clicks 

on email and message links and downloads unauthorized 

Issues and Attacks 
in UWSNS

DoS Attacks

Repudiation 
Attacks

Packet-oriented 
attacks

Protocol-oriented 
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Node compromise 
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software. Phishing the fraudulent practice of sending emails 

containing personal information from the same source 

repeatedly is known as phishing. Credit card details and other 

financial data are commonly obtained using this type. Through 

the email link, the hacker installs malware on computers and 

mobile devices with the intention of stealing important data 

[28]. Man in the middle of the attack hackers who produce 

network traffic are usually involved in man-in-the-middle 

attacks, also known as bug attacks. Once into the network, the 

hacker will introduce vulnerability into the system that will 

allow them to access data on any machine owned by the victim. 

When a user logs in to public WiFi, the hacker takes advantage 

of network flaws to create traffic. SQL injection Structured 

query language (SQL) injection assaults occur when hackers 

inject code into the server that is infected with malware or 

contains access control code. When a victim executes the 

malicious malware on their computer, the hacker obtains 

access through this gateway, enabling them to steal personal 

data. DNS tunneling: This method allows network-connected 

devices that are not connected to the DNS server protocol on 

a specific port number to communicate with each other by 

sending HTTP or another protocol via DNS. Once linked, the 

hacker can steal data online by utilizing the DNS protocol [29]. 

 

3.2 Cyber security 

 

There are many different types of cyber-security, such as 

end-point security, network security, application security, 

cloud security, mobile security, zero trust, and IOT security 

[30]. Cloud security cloud security is also known as cloud 

computing. Cloud computing is being used by a lot of 

enterprises these days. Making sure the cloud is secure is a top 

priority [31]. Cloud safety encompasses services, rules, and 

solutions that protect the cloud communications and 

architecture of the entire enterprise [32]. To protect an 

organization's cloud data, cloud security businesses typically 

offer a third-party solution [33]. Mobile security It's important 

to guard against malicious software, phishing scams, and 

instant messaging attacks even on laptops, locked smartphones, 

and other small electronic devices [34]. Mobile security 

measures guard user data while thwarting these intrusions. 

Mobile device management (MDM) solutions ensure or 

supply access to the designated application when they are 

linked to the company's resources. Security with zero trust a 

different term for zero-trust security is Zero-Trust Architecture 

(ZTA). Building walls with fortifications around the 

organization's most valuable assets is recommended by the 

traditional security concept, which emphasizes the perimeter. 

Nevertheless, this approach has a number of serious issues, 

including potential dangers. Maintaining the legitimacy of 

digital contact is the goal of zero-trust security, a strategic 

approach to cyber security. The network security attacks 

happen frequently only in this area. Network security software 

and programmers exist to prevent hackers from breaching 

networks. Data usability and integrity on computer networks 

and personal computers will be protected. Next-generation 

firewall limits, Network Access Control (NAC), Identity 

Access Management (IAM), and Information Loss Prevention 

(DLP) are some of the tactics used to prevent data theft. 

Application security Operating system security is referred 

to as application security. Because web apps link directly to 

the internet, they are susceptible to data theft. Online 

applications are vulnerable to issues including injection, failed 

authentication, and cross-site scripting. Applications and APIs 

are protected from unauthorized access by application security 

[35]. IoT security One method for shielding IoT systems from 

threats is IoT security. Nowadays, with the Internet of Things 

permeating every aspect of the business, the efficiency of IoT 

devices increases productivity. Protection against threats and 

breaches is aided by Internet of Things (IOT) security tools. 

The IoT system security can be enhanced via data encryption, 

device authentication, and device identification. End-point 

security Every organization has remote computer access [36]. 

End-point security is the management of an organization's exit 

or end points, such as computers, laptops, and electrical 

controllers. 

 

 

4. METHODOLOGY 

 

This section explains the method for detecting intelligent 

techniques for cyber-attacks Detection in Underwater 

Wireless Sensor Networks (UWSN). The suggested cyber-

security solution is made using clever methods that 

incorporate machine learning and deep learning. Most UWSN 

security research is still in its early stage. Network security is 

a complex issue, and the use of artificial intelligence is optimal 

in detecting cyber-attacks in Underwater Wireless Sensor 

Networks (UWSN). If a node in UWSN is attacked and 

rejected, it will cause serious damage. In this case, it is 

necessary to configure security systems periodically, in order 

to detect and classify cyber-attacks. The suggested system's 

structure is depicted in Figure 3, which also features a multi-

stage workflow that begins with feature reduction and 

continues through feature extraction and classification. 

These days, it's common to detect aberrant data using 

machine learning algorithms. The majority of machine 

anomaly detection techniques in use today require the node to 

store the complete training set and operate in a stationary 

context. The SVM was employed in this paper to detect 

anomalies in UWSNs. Local functions that only employ the 

subset of data are used to carry out the present forecasts. Thus, 

a low computation complexity is one of the UWSN 

requirements. Principal Component Analysis (PCA) is used 

online to reduce the dimensionality of the input data by 

handling duplicated and unnecessary data. Following the 

prediction procedure, an RNN algorithm is used to calculate 

the value in order to identify any differences between the 

expected value and the actual detected value. The 97 percent 

identification rate and extremely low error rate. 
 

 
 

Figure 3. Proposed methodology for detecting attacks in 

UWSN 
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This picture illustrates that the adopted datasets of the NSL-

KDD dataset (55 features) are the input of the proposed system. 

To prepare the dataset parameters for entry into the feature 

reduction stage, the preprocessing step involves normalizing 

and reformatting the dataset parameters. 

In the NSL-KDD dataset, feature reduction is achieved by 

reducing them from (55 to 20) using machine learning 

algorithms. Utilizing the combined capabilities of DL and ML, 

the attributes of the reduced features are altered by inserting 

them into the proposed hybrid model. To run the feature 

extraction model, they are split for 60% training data and 40% 

test data. In the final step, the cyber-attack classifications are 

applied using deep learning technique (RNN). 

The suggested hybrid model enhances the quality of the 

reduced attributes by fusing the advantages of DL and ML. 

 

4.1 The stage of preprocessing 

 

The unprocessed data gathered from a model environment 

makes up the adopted datasets. To guarantee that the suggested 

system performs on a high precision scale, these datasets must 

be handled. The databases contain a variety of information 

kinds that can be manipulated and analyzed to provide false 

results. In this work, a dataset is transferred using a variety of 

approaches, including the Min-Max method. The Min-Max 

normalization uses a linear adjustment of the raw data [33]. 

 

4.2 Feature reduction stage 

 

Feature reduction, also known as dimension reduction, 

refers to the sensing-based feature count reduction that keeps 

the data in the legitimate formulation. As more qualities are 

eliminated, the number of variables is decreased. This is done 

to speed up and simplify the computer's tasks [37]. The 

adopted feature reduction process's block diagram is displayed 

in Figure 2. It is evident that the two machine learning 

techniques used in this stage-SVM and PCA-are intended to 

reduce the number of characteristics. 

The generated feature reduction models utilizing PCA and 

SVM are briefly demonstrated for further clarification. PCA 

searches for k-dimensional orthogonal vectors that can be 

applied to the data formulation process [38]. In order to 

minimize the dimensions, the original data was directed 

towards a smaller region. A little size alternate set of variables 

is created by PCA in order to merge the attributes from the 

NSL-KDD data set. This smaller group can then see the raw 

data. It takes into account the connections between 

characteristics it would not frequently occur, enabling 

interpretations that were not suspected in previous stages [39]. 

Data processing is finished before this stage because PCA 

works with digital data, as shown in Figure 3. 

A popular supervised machine learning method for pattern 

identification and classification issues is called Support Vector 

Machine (SVM). By building a multidimensional hyperplane 

that maximizes the margin between two data clusters, the 

SVM algorithm effectively discriminates between two classes. 

This technique provides strong discriminative strength by 

applying unique nonlinear functions called kernels to turn the 

input space into a multidimensional space [40]. 

To distinguish between two classes in an n-dimensional 

space, the SVM technique's fundamental principle is to build 

an n-1 dimensional separating hyperplane. One thinks of a data 

point as an n-dimensional vector. A straight line (one-

dimensional) dividing the space in half would be the 

separating hyperplane, for instance, if two variables in a 

dataset created a two-dimensional space. The maximum-

margin separating hyperplane is the ideal separating 

hyperplane that SVM looks for when more dimensions are 

involved. The goal is to maximize the distance (referred to as 

support vectors) between the hyperplane and the closest data 

point on each side [41]. A linear hyperplane separating two 

classes is the ideal situation. Real-world circumstances are not 

often that straightforward, though. It's possible that some data 

points from the two classes fall into a "grey" area where it's 

difficult to distinguish them. In order to solve this problem, 

SVM uses: 1) a user-specified parameter C that specifies the 

trade-off between the minimization of misclassifications and 

the maximization of margin; 2) the addition of more 

dimensions to the low-dimensional space using kernel 

functions, which typically include linear, polynomial, sigmoid, 

and radial basis functions (RBF), because of this, two classes 

might be able to be distinguished in the high-dimensional 

space. An example of an inseparable two-dimensional space 

that becomes separable following the low-dimensional input 

space's transformation into a multidimensional one is depicted 

in Figure 4. Essentially different from multiple logistic 

regressions, the SVM technique tends to classify things 

without offering estimates of the probability of class 

membership in the dataset [42]. 

 

 
 

Figure 4. Stage of feature reduction 

 

4.3 Feature extraction stage using RNN 

 

It is important to emphasize that this work's greatest 

contribution is the hybrid model it proposes, which 

incorporates the deep learning structure [43]. The capabilities 

of a classic neural network, which can only handle inputs with 

fixed length, are expanded to take variable-length input 

sequences by a recurrent neural network (RNN), as illustrated 

in Figure 5. Using the yield of the shrouded units as an extra 

contribution for the subsequent component, the RNN forms 

inputs for each component individually. RNNs may thereby 

handle issues related to temporal sequence, discourse, and 

language. A "state vector" that retains a memory of prior 

occurrences in the grouping can be maintained by an RNN's 

hidden units. The duration of this "memory" can be changed 

based on the kind of RNN hub that is being used. The more 

long-term scenarios an RNN can learn, the longer its memory 

[44]. 

 

 
 

Figure 5. SVM classification [39] 

PCA

SVM
55 Features 20 Features
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Figure 6. A Recurrent Neural Network (RNN) [45] 

 

As seen in Figure 6, a recurrent neural network (RNN) can 

accommodate variable-length input sequences, extending the 

capabilities of a typical neural network, which can only accept 

fixed-length information inputs. The yield of the shrouded 

units is used by the RNN as an extra contribution for the 

subsequent component, forming inputs for each component 

one at a time. Consequently, RNNs are capable of handling 

issues related to temporal sequence, discourse, and language. 

The hidden units of an RNN are appropriate for preserving a 

"state vector" that contains a memory of prior occurrences in 

the cluster. The duration of this "memory" can be changed 

based on the kind of RNN hub that is being used. The more 

long-term scenarios an RNN can learn, the longer its memory. 

 

 

5. EVALUATION OF EFFICIENCY 

 

There are two types of cyberattack classifications found in 

the literature, based on the number of classes (i.e., attacks): 

multi-class classification, where the number of considered 

classes is greater than two if more than one attack has been 

detected and sampled in the dataset, and binary classification, 

where there are only two classes, attack or normal. Different 

assessment criteria are used in both situations throughout the 

testing stage of the creation of an ML model. The performance 

of the suggested hybrid model is evaluated using a variety of 

metrics, including F1-measure, accuracy, and precision. The 

accuracy (Acc) that corresponds to the classification efficiency 

can be calculated as [46]: 

 

Acc T T / T F F TN P N P N P= + + + +  (1) 

 

When, TP: The methods label it as positive even though the 

actual class is positive. FN: The methods label it as negative 

even though the actual class is positive. FP: The methods 

identify it as positive even though the actual class is negative. 

TN: The methods identify it as negative even though the actual 

class is negative [47]. 

Additionally, the accuracy, which is the correction ratio for 

correctly anticipating the positive outcomes, is assessed as 

follows: 

 

T / F TPrecision P P P= +  (2) 

 

While recall and precision's harmonic mean, or the F1-

measure is determined as follows: 

 

1 2xPrecision /F measure Recall Precision Recall=  +  (3) 

6. RESULTS AND DISCUSSION 

 

The author has covered cyber security based on SVM-PCA 

and RNN. Sensitive data-like academic, financial, or personal 

information-may make up a sizable amount of the data, along 

with other kinds of information for which improper access or 

introduction could have dire repercussions. Using the 

previously mentioned NSL-KDD dataset, the suggested cyber-

security solution is evaluated. This approach allows the author 

to identify different kinds of attacks through the use of 

machine learning and deep learning techniques. Work area 

application that alerts the webserver system when it detects a 

UWSN attack. Compared to typical systems, Gated Recurrent 

Units can produce many comparable outputs with less 

preparation time. RNN's layers are able to get successive 

associations from these higher level highlights, as 

demonstrated above. Models are developed to assess the 

probability of succeeding whole number dispersion into the 

termed sequences on typical named successions. 

The likelihood of a complete sequence is then predicted by 

browsing the limit of characterizations as a scope for harmful 

logarithm probability esteems. The sequences of full number 

calls make up the system call that follows. The varied and 

dynamic environment of system call structures makes it 

challenging to discern between normal and abnormal activity 

in Underwater Wireless Sensor Network. An assault is defined 

as any attempt to find, modify, change, weaken, empower, 

destroy, take, or add illegal access to or usage of information 

in PCs and PC systems. 

A cyber-attack is a type of cyber-attack that goes after 

computer networks, devices, systems, or data bases. The 

people or processes known as attackers try to gain 

unauthorized access to data, capacity, or other restricted 

portions of the system, possibly with malicious intent. 

Figure 7 shows the results of the proposed SVM-PCA-CNN 

method with the highest degree of accuracy among other 

methods, reaching 97% to detect anomalies in network traffic 

that indicate a cyberattack detection in UWSN that contributes 

to reducing the chances of attack. 

 

 
 

Figure 7. The results 

 

Figure 8 shows the training accuracy on the trained data set 
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in cyberattack classifications. By training us to classify 

cyberattacks with the highest possible accuracy, the proposed 

hybrid approach enhances the quality of contribution by 

integrating the advantages of deep learning and machine 

learning by measuring accuracy and effectiveness using the 

proposed method detects UWSN attack. 

 

 
 

Figure 8. The accuracy for proposed method 

 

 

7. CONCLUSIONS 

 

These days, wireless sensor networks are a fascinating field 

for academics. This field is expanding more quickly than other 

fields as a result of technological improvements. Due to the 

network's design, transmissions are disseminated in an open 

space. The Underwater Wireless Sensor Network taxonomy 

was examined in this study using up-to-date research articles 

and reputable databases. Additionally, this study lists and 

evaluates the existing layer-by-layer security risks for 

Underwater Wireless Sensor Networks. Although UWSNs 

have advanced significantly in recent years, more work needs 

to be done, particularly in the area of large-scale system 

construction. This investigation evaluated the F-measure, 

accuracy, and precision of the suggested technique using the 

NSL-KDD dataset as its main focus. In addition, the suggested 

SVM-PCA for machine learning techniques. Additionally, the 

DL model was used for additional feature extraction and RNN 

attack categorization. 

The SVM and PCA were employed because they can 

tolerate noisy data and outliers, both of which are common in 

real-world cyberattack scenarios. This ensures dependable 

performance even when dealing with partial or inaccurate data. 

This paper evaluates the accuracy of a proposed deep learning-

based intrusion detection and classification technique called 

Recurrent Neural Networks (RNNs). We selected the RNN 

because, due to its exceptional ability to identify patterns in 

sequential data, it is ideally suited to identify anomalies in 

network traffic that may indicate a cyberattack.Our goal in this 

research is to examine how these two technologies might be 

combined to create a lightweight security framework for 

UWSNs. In order to improve UWSN security, we will take 

into account putting the suggested framework into practice and 

assess the integrated system's performance in subsequent work. 
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