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This study focuses on developing machine learning models to accurately estimate global 
solar radiation in southern Algeria, specifically in Illizi, Tamanrasset, and Timimoun. 
Traditional methods for measuring solar radiation are costly, hindering effective 
assessment and utilization of solar energy potential. By employing various techniques such 
as linear regression, XGBoost, Random Forest, and a hybrid model, the study aims to 
enhance the sustainability and efficiency of solar energy utilization. Results indicate that 
Random Forest performed exceptionally well in Illizi, achieving an R value of 0.9255. In 
Timimoun, the hybrid model combining Random Forest and XGBoost demonstrated 
outstanding performance, yielding an R value of 0.9640. In Tamanrasset, the same hybrid 
model showed good performance with an R value of 0.8868. These findings underscore 
the efficacy of machine learning approaches in accurately estimating solar radiation; thus, 
facilitating better utilization of solar energy resources in the region; consequently, it is 
advised to utilize the models in south Algeria as well as any other place with comparable 
climatic conditions.  
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1. INTRODUCTION

The depletion of conventional energy resources such as
fossil fuels, oil, and gas, coupled with increasing pollution and 
the effects of climate change, underscores the urgent need for 
energy diversification. Integrating renewable energies into our 
energy mix offers a sustainable solution to these pressing 
challenges. By harnessing renewable sources such as solar, 
wind, hydro, and geothermal power, we can reduce our 
reliance on finite fossil fuels, mitigate environmental 
degradation, and combat climate change [1]. Embracing 
renewable energy technologies not only fosters energy 
security and independence but also promotes economic growth, 
job creation, and innovation in the clean energy sector. It's 
imperative that we accelerate the transition towards renewable 
energies to build a more sustainable and resilient energy future 
for generations to come [2]. Any country's ability to prosper 
economically and socially depends heavily on its energy 
supply. Solar radiation estimation is a crucial aspect in various 
fields, including environmental science, agriculture, 
renewable energy, and climate studies [3]. Accurate 
measurement and estimation of solar radiation are vital for 
understanding and predicting weather patterns, optimizing the 
performance of solar energy systems, and managing 
agricultural practices effectively [4]. By estimating solar 
radiation, scientists and engineers can design and deploy solar 
panels in locations that maximize energy production, thereby 

enhancing the efficiency and sustainability of solar power 
generation. Additionally, farmers can use solar radiation data 
to make informed decisions about crop planting and irrigation, 
ultimately leading to improved agricultural yields [5]. 
Furthermore, in climate research, understanding solar 
radiation helps in modeling and predicting climate changes, 
which is essential for developing strategies to mitigate the 
impacts of global warming [6]. Therefore, the importance of 
solar radiation estimation cannot be overstated, as it plays a 
fundamental role in advancing technology, improving 
agricultural productivity, and addressing environmental 
challenges [7].  

Artificial intelligence (AI) and machine learning (ML) are 
revolutionizing the estimation of solar radiation, enhancing 
accuracy and efficiency [8]. AI refers to the development of 
computer systems that can perform tasks typically requiring 
human intelligence, while ML, a subset of AI, involves 
training algorithms to recognize patterns and make predictions 
based on data [9]. In the context of solar radiation estimation, 
ML models analyze vast amounts of meteorological and 
environmental data to predict solar energy potential with high 
precision [10]. These advanced techniques help optimize solar 
energy systems, improve energy forecasts, and support the 
integration of renewable energy into the grid, ultimately 
contributing to more reliable and sustainable energy solutions 
[11].  

In the field of solar radiation prediction and photovoltaic 
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energy production, various types of models exist, including 
physical models relying on mathematical equations and AI-
based models [12]. Machine learning is particularly significant 
in modeling solar radiation, using statistical techniques to 
identify patterns and relationships within data. Several 
important studies have been conducted, contributing to the 
advancement of this field [5]. For instance, Van der Meer et al. 
[13] conducted a comprehensive review on probabilistic 
forecasting of photovoltaic energy production and electricity 
consumption, emphasizing the importance of using 
probabilistic models to improve forecast accuracy. On the 
other hand, Lorenz et al. [14] focused on solar radiation 
prediction for forecasting energy production from grid 
connected photovoltaic systems, demonstrating that 
meteorological models can significantly enhance short-term 
forecast accuracy. Moreover, Alessandrini et al. [15] utilized 
a set of short-term models for probabilistic solar energy 
forecasting, proving that an integrated approach can reduce 
uncertainty in forecasts and provide more accurate predictions. 
Antonanzas et al. [7] provided a review of photovoltaic energy 
production forecasts, highlighting the importance of historical 
data analysis and using machine learning models to improve 
future forecast accuracy. Additionally, Sagade et al. [16] 
introduced an ARIMA model for assessing various 
photovoltaic energy techniques' performance and found that 
using these models can improve the models' ability to predict 
photovoltaic system performance under changing climatic 
conditions [7]. This study aimed to enhance the estimation of 
solar radiation using three models: ANN, GA-ANN, and 
ANFIS in southern Algeria. The findings revealed that GA-
ANN and ANFIS were more accurate than ANN in predictions, 
making them useful for determining the size and installation 
of solar energy systems [9]. The study explored the efficiency 
of solar energy systems by analyzing solar radiation 
availability. Solar radiation measurements are sparse across 
Africa, making accurate sizing and optimization of solar 
energy projects challenging. To address this, the study aimed 
to predict global hourly solar irradiation using a neural model 
based on solar geometry and astronomical data from a city in 
North Africa. Nine models and three activation functions were 
tested using data collected by the Saharan Renewable Energy 
Research Unit from 2013 to 2018. Eighty percent of the data 
was used for training, and the remainder for validation. 
Various combinations of input data were explored, yielding 
different levels of precision. The logistic Sigmoid function 
with 15 neurons in the hidden layer achieved a correlation 
coefficient of 98.25% between measured and estimated global 
solar irradiation. This model is recommended for estimating 
solar radiation intensities at the study site and other locations 
with similar climatic conditions [17]. This study developed an 
ANN model to predict daily solar irradiance in Bechar. Among 
four models tested, Model1, using MLF with the Levenberg-
Marquardt back-propagation algorithm, showed the best 
accuracy (R = 0.9198, MAPE = 7.57). This model is valuable 
for solar system design in Algeria [18]. The previous study 
developed four models to estimate daily solar radiation in 
Reggane, Algeria, using artificial neural networks. These 
models utilized meteorological and astronomical data over six 
years and indicated that Model 4 performed the best, with a 
correlation coefficient (R) exceeding 0.91 and a mean absolute 
error below 7%. This suggests its suitability for designing 
solar energy systems in desert regions [19]. The hybrid solar 
radiation forecast model proposed in this study combines an 
Artificial Neural Network (ANN) model with a Numerical 

Weather forecast (NWP) simulation. Using a six-hourly 
interval 1° × 1° NCEP FNL analysis data, meteorological and 
solar radiation parameters were simulated for the entire year 
of 2016 using the Weather Research and Forecasting (WRF) 
model. The annual results of the WRF model were fed into the 
ANN model to estimate solar radiation and temperature for a 
solar farm in Algeria's Adrar Province. The outcomes showed 
that the ANN model significantly increased the solar and 
temperature predictions' accuracy. Evaluated using RMSE, 
MAE, and correlation metrics, the hybrid WRF-ANN model 
outperformed the WRF simulation alone in hourly solar 
radiation predictions [20]. The study aimed to forecast daily 
global irradiation on a horizontal plane using the empirical 
Campbell model and compare it with measured results. Results 
indicated a high accuracy level, with a mean absolute 
percentage error (MAPE) of less than 7%, mean bias error 
below 3% in absolute value, relative root mean square error 
(RMSE) under 7%, and a correlation coefficient exceeding 
0.99 for annual global radiation. These findings suggested that 
the Campbell model could effectively predict global solar 
radiation for this site and other locations with similar climatic 
conditions [21]. Hybrid models combining ANFIS and ANN, 
enhanced with GA and PSO, were developed to accurately 
forecast daily solar radiation. These models demonstrated 
superior performance over traditional models like ARIMA, 
SVR, and Random Forest Regression, reducing the root mean 
square error by over 10% to less than 6%. Cross-validation 
confirmed their reliability and ability to predict daily solar 
radiation accurately, highlighting their potential in advancing 
solar energy as a sustainable and reliable source [22]. Overall, 
previous studies consistently highlight the superiority of 
machine learning methods over traditional approaches in 
estimating solar radiation, particularly in regions with 
complex climates. Machine learning models, due to their 
flexibility and ability to model non-linear relationships, can 
handle diverse datasets and provide more accurate and robust 
estimates. However, the success of machine learning methods 
depends on the availability of high-quality data, model 
selection, and proper tuning, making them more resource-
intensive compared to traditional empirical models. Hybrid 
approaches combining both traditional and ML methods offer 
a promising avenue for further improving GSR estimation 
accuracy. 

Integrating machine learning-based solar radiation 
estimation techniques into standardized measurement 
practices and calibration procedures offers a promising 
advancement in metrology. These models, trained on vast 
datasets, can enhance the accuracy and precision of solar 
radiation instruments by compensating for environmental 
factors that traditional methods may overlook, such as cloud 
cover, atmospheric composition, and temperature fluctuations, 
particularly in extreme climates like the Algerian desert. By 
providing continuous, data-driven predictions, machine 
learning approaches can be employed for real-time calibration 
and performance validation of solar sensors, ensuring more 
reliable and standardized solar radiation measurements across 
diverse geographic regions. This integration supports the 
refinement of measurement standards, improving consistency 
and accuracy in renewable energy assessments and climate 
studies. 

This study aims to develop machine learning models to 
accurately estimate global solar radiation in southern Algeria, 
with a particular focus on the regions of Illizi, Tamanrasset and 
Timimoun, and to design an application for accurate 
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predictions based on regional characteristics. In our project, 
we used machine learning techniques, including linear 
regression, Random Forests and XGBoost, along with a hybrid 
model. We also developed an application called 
ZAHYA_SOLAR using these models to easily and efficiently 
estimate solar radiation levels.  

 
 

2. MATERIAL AND MODEL  
 
2.1 Study areas and data collection 
 

The research regions were determined by taking into 
account the meteorological features of the provinces of Illizi, 
Tamanrasset, and Timimoun. Table 1 shows that the provinces 
that were chosen are in the southern region of Algeria. They 
have a great potential for solar power since they get an average 
of 2263 kWh/m2 of solar energy annually, with a maximum of 
3900 hours of sunshine per year [23]. The locations of the 
suggested sites are shown on an Algerian map in Figure 1. 
 

Table 1. The coordinates of the sites  
 

Sites Illizi Timimoun Tamanaraset 
Latitude (°) 26.50 30.02 24.37 

Longitude (°) 8.47 0.84 4.32 
Altitude (m) 568 431 810 

 

 
 

Figure 1. Algeria’s solar potential and the locations of three 
sites 

 
The geographical location of the selected sites is given in 

Table 1. 
Data of global solar radiation were collected in specific 

regions of Algeria, specifically in Illizi and Tamanrasset, from 
2015 to 2020, with 2192 each, and in Timimoun from 2016 to 
2020, with 1827 obtained from the Nasa [24]. Global collected 
of solar radiation are available daily, enabling us to estimate 
medium solar energy every day, and 10% of the data was used 
for testing and the rest was set to the training stage. In order to 
predict the output of daily global solar radiation, we worked 
with the meteorological and astronomical parameters (see 
Table 2) and used the following as inputs: average temperature, 
wind speed, relative humidity, and atmospheric pressure. We 
then calculated the parameters using Eqs. (1)-(2) for 
extraterrestrial solar irradiation and sunshine duration of the 
day, respectively. 

𝐸𝐸𝑥𝑥  = 24
𝜋𝜋
𝑔𝑔0  �𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) 𝑐𝑐𝑐𝑐𝑐𝑐(𝛿𝛿) 𝑐𝑐𝑠𝑠𝑠𝑠(𝑤𝑤) +

𝑐𝑐𝑠𝑠𝑠𝑠(𝜃𝜃) 𝑐𝑐𝑠𝑠𝑠𝑠(𝛿𝛿) 𝜋𝜋
180

𝑤𝑤�  
(1) 

 

Sd = (
2

15
) 𝑤𝑤 (2) 

 
Using θ (°) for the city's latitude, δ (°) for the sun's 

declination, w (deg.) for the angle of solar height (°), and g0 
(dimensionless) for the coefficient of solar radiation from 
extraterrestrial sources. 

 
Table 2. The parameters used 

 
Parameters Unit Category 

Year (Y) 2015-2020 

Meteorological 

Day of the year (Jday) 1-365/366 
Temperature (Tavg) Degree 

Relative Humidity (Rh) % 
Pressure (Pr) hPa 

Wind speed (Ws) m/s 
Extraterrestrial solar irradiation (Ex) Wh/m2 Astronomical 

Sunshine duration (Sd) h  
 

In this study, basic quality control methods were 
implemented to enhance the accuracy of the collected data, 
which initially contained gaps or had some entries removed 
during quality checks. The global solar irradiance was 
evaluated using the horizontal surface values of extraterrestrial 
irradiance as a physical threshold  [25]. Based on the quality 
control results, the missing data accounted for approximately 
5%, 2%, and 3% of the total dataset for the first, second, and 
third cities, respectively. 

However, in practical applications, solar radiation is 
commonly measured using instruments such as pyranometers, 
which are designed to measure global solar radiation. 
Pyranometers are typically calibrated according to World 
Meteorological Organization (WMO) standards, ensuring high 
accuracy and reliability. High-quality pyranometers have an 
uncertainty of less than 5% under most conditions, with 
precision ranging between ±1 to 5 W/m². Other meteorological 
parameters, such as temperature, humidity, and wind speed, 
are often measured using sensors like thermometers, 
hygrometers, and anemometers, which also undergo regular 
calibration to maintain accuracy. Instrument calibration is 
typically performed against standardized reference 
instruments to ensure measurement precision and reduce 
systematic errors. Data quality checks and periodic 
recalibration of these instruments are essential to ensure that 
the measurements used for machine learning model training 
remain accurate and representative of the actual environmental 
conditions, which directly affects the reliability of the model’s 
predictions [26]. 
 
2.2 Model 1: Linear regression  
 

One of the simplest and most widely used machine learning 
methods is linear regression. It's a statistical technique for 
forecasting analysis. Linear regression produces predictions 
for numerical or continuous variables such as age, salary, sales, 
and product pricing, among others. 

A process that shows a linear relationship between one or 
more independent (x) variables and a dependent (y) variable is 
called "linear regression" (see Figure 2). The way that the 
value of the dependent variable changes in response to the 
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value of the independent variable is determined by linear 
regression since it shows a linear relationship [27]: 

A linear equation is used in linear regression to model the 
relationship between the input features (𝑋𝑋) and the target 
variable (𝑌𝑌) [28]: 
 

𝑌𝑌 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2𝑋𝑋2 … . . +𝛽𝛽𝑛𝑛𝑋𝑋𝑛𝑛 + 𝜀𝜀 (3) 
 
where, 

Y is the global solar radiation. 
β0 is the intercept. 
β1, β2, …, βn are the coefficients for the input features X1, 

X2, …, Xn. 
ε is the error term. 
 

 
  

Figure 2. An example of how to use linear regression 
 

2.3 Model 2: Random Forest 
 

The output of several decision trees is combined by the 
potent machine-learning algorithm Random Forest to produce 
a single outcome. An ensemble learning technique called 
Random Forest constructs several decision trees (DTEs) and 
averages the predictions made by each (see Figure 3). A subset 
of the features and data are used to construct each decision tree 
[29, 30].  
 

𝑌𝑌 =
1
𝑁𝑁
� 𝑇𝑇𝑖𝑖(𝑋𝑋)

𝑁𝑁

𝑖𝑖=1
 (4) 

 

where, 
Y is the global solar radiation. 
N is the number of trees. 
Ti(X) is the prediction of the i-th tree for the input features X. 
The number of trees in forest are 50, 100, and 150. 
 

 
 

Figure 3. An illustration shows how the Random Forest 
algorithm operates 

 
2.4 Model 3: XGBoost 
 

The Gradient Boosting Decision Tree (GBDT) is the 
foundation of the classification and regression method 
XGBoost, which creates a sequence of weak learners and then 
integrates them to create a powerful prediction model [31]. 
XGBoost trains these weak learners by constructing a 
sequence of weak models, primarily regression or 
classification trees. After training, it merges the weak models 
to produce the final model (see Figure 4). With an eye on 
lowering the total model error, a new model is introduced 
based on the residual error from the prior model [32].  

Next, the sample's prediction function is stated as follows: 
 

 𝑌𝑌 = ∑ 𝑓𝑓𝑘𝑘(𝑋𝑋), 𝑓𝑓𝑘𝑘 ∈ 𝐹𝐹𝐾𝐾
𝑘𝑘=1  (5) 

 
where, 

Y is the global solar radiation. 
K is the number of trees. 
fk(x) is the prediction of the k-th tree. 
Learning rate, tested values are 0.01, 0.1, 0.3.  

 
 

Figure 4. XGBoost lifting principle 
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Table 3. Statistical score equations 
 

Abbreviation Equations 

R 𝑅𝑅 =
∑ �𝐺𝐺𝑓𝑓𝑓𝑓𝑓𝑓,𝑖𝑖 − �̅�𝐺𝑓𝑓𝑓𝑓𝑓𝑓��𝐺𝐺𝑂𝑂𝑂𝑂𝑂𝑂,𝑖𝑖 − �̅�𝐺𝑂𝑂𝑂𝑂𝑂𝑂�𝑁𝑁
𝑖𝑖=1

�∑ �𝐺𝐺𝑓𝑓𝑓𝑓𝑓𝑓,𝑖𝑖 − �̅�𝐺𝑓𝑓𝑓𝑓𝑓𝑓�
2𝑁𝑁

𝑖𝑖=1 × �∑ �𝐺𝐺𝑓𝑓𝑂𝑂𝑂𝑂,𝑖𝑖 − �̅�𝐺𝑓𝑓𝑂𝑂𝑂𝑂�
2𝑁𝑁

𝑖𝑖=1

 (7) 
 

MAE 𝑀𝑀𝑀𝑀𝐸𝐸 = �
1
𝑁𝑁��𝐺𝐺𝑓𝑓𝑓𝑓𝑓𝑓,𝑖𝑖 − 𝐺𝐺𝑓𝑓𝑂𝑂𝑂𝑂,𝑖𝑖�

𝑛𝑛

𝑖𝑖=1

 (8) 

 

MBE 𝑀𝑀𝑀𝑀𝐸𝐸 =
1
𝑁𝑁��𝐺𝐺𝑓𝑓𝑓𝑓𝑓𝑓,𝑖𝑖 − 𝐺𝐺𝑓𝑓𝑂𝑂𝑂𝑂,𝑖𝑖�

𝑁𝑁

𝑖𝑖=1

 (9) 
 

RMSE 𝑅𝑅𝑀𝑀𝑅𝑅𝐸𝐸 = �∑ �𝐺𝐺𝑓𝑓𝑓𝑓𝑓𝑓,𝑖𝑖 − 𝐺𝐺𝑓𝑓𝑂𝑂𝑂𝑂,𝑖𝑖�
2𝑁𝑁

𝑖𝑖=1
𝑁𝑁  (10) 

 

 
2.5 Model 4: Hybrid model 
 

The hybrid model that combines XGBoost and Random 
Forest makes use of each model's advantages to enhance 
prediction accuracy (see Figure 5). This method uses both 
Random Forest and XGBoost at the same time, combining 
their predictions to provide a final forecast [33]. To capitalize 
on their differences, a hybrid model integrates the predictions 
from many models, including XGBoost and Random Forest.  
 

 
 

Figure 5. Hybrid model principle 
 

Projections from each model are gathered and divided by 
the total number of models to get the final forecast in the 
hybrid model, which is computed using the constant ratio of 
mediation of various models' projections. Every model type is 
guaranteed to be assigned the proper weight in the final 
projection because of this constant ratio. 

A weighted average or another combination approach can 
be used as the final prediction [34]:  
 

𝑌𝑌 = 𝜔𝜔1𝑌𝑌𝑅𝑅𝑅𝑅 +  𝜔𝜔2𝑌𝑌𝑋𝑋𝑋𝑋𝑋𝑋 (6) 
 
where, 

Y is the global solar radiation. 
YRF is the prediction from the Random Forset model. 
YXGB is the prediction from the XGBoost model. 
ω1 and ω2 are the weights assigned to each model is 

prediction. 
 
2.6 Statistical evaluation indices 
 

A number of commonly used assessment score metrics, 
including Root Mean Square Error (RMSE), Mean Bias Error 

(MBE), Mean Absolute Error (MAE), and coefficient of 
correlation value (R) [35], were employed to evaluate the 
performance of the models under study. The use of statistical 
metrics like R, MAE, RMSE, and MBE is crucial for 
evaluating the accuracy and reliability of machine learning 
models in solar radiation estimation. Each of these metrics 
offers a different perspective on the model’s performance and 
its physical significance in the context of solar radiation 
measurements. Together, these metrics provide a 
comprehensive understanding of model performance, 
balancing accuracy, error sensitivity, and bias—key factors in 
ensuring reliable solar radiation estimates [36]. Table 3 
provides definitions for these metrics, where N denotes the 
total number of data points, and Gfor and Gobs stand for the 
forecast values of solar radiation and observed values, 
respectively. 
 

 
3. RESULTS AND DISCUSSIONS  

 
The current study's primary objective was to predict daily 

global solar radiation using four machine-learning models and 
compare the simulated and collected results. As a result, 
appropriate computer programs for all sky solar radiation 
condition estimation in the three locations were constructed 
using Python software. 

Table 4 presents the performance of different machine 
learning models in the estimation of solar radiation across 
three cities in southern Algeria: Illizi, Timimoun, and 
Tamanaraset. The table includes the correlation coefficient 
values (R), the Mean absolute error (MAE), and the Root 
Mean Square Error (RMSE) per model in each city. 

In the city of Illizi, Model 2 outstrips other models with a 
high R value and a low MAE and RMSE value; this model 
shows excellent performance with an R value of 0.9255 and 
the lowest MAE values of 429.49 and RMSE of 612.95 among 
the four models. Second place Model 4 also shows a very good 
performance with R values of 0.9225, MAE values of 445.51 
and RMSE 625.58. 

In the city of Timimoun, model 4 shows a distinct 
performance of R of 0.9640 and the lowest MAE values of 
352.58 and RMSE of 471.22 among the four models. Model 2 
ranks second with a very good performance with an R value of 
0.9638. 

In the city of Tamanaraset, model 4 shows the best 
performance again with a high R value of 0.8868 and the 
lowest MAE values of 483.99 and RMSE 681.62. Model 2 
comes in second with good performance with an R value of 
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0.8817. The superior model in each city is highlighted in bold. 
 

Table 4. Results of the model’s overall performance 
 

City Model RMSE 
(wh.m2 /day) 

MAE 
(wh.m2 /day) R 

Illizi 

Model 1 953.58 730.57 0.8076 
Model 2 612.95 429.49 0.9255 
Model 3 688.92 472.51 0.906 
Model 4 625.58 445.51 0.9225 

Timimoun 

Model 1 814.47 642.51 0.8857 
Model 2 472.42 356.75 0.9638 
Model 3 519.94 379.35 0.9562 
Model 4 471.22 352.58 0.964 

Tamanaraset 

Model 1 836.92 626.33 0.8232 
Model 2 694.58 486.7 0.8817 
Model 3 752.16 531.79 0.8614 
Model 4 681.62 483.99 0.8868 

 
Figure 6 represents a comparison of rRMSE values to assess 

the performance of different models in the three cities: Illizi, 
Timimoun, and Tamanaraset. 

In Illizi City, we note that Model 2 shows the lowest value 
for rRMSE (8.99%), which means it is the most accurate 
model in forecasts and significantly reduces relative errors. 
Model 4 comes in second in the value of rRMSE (9.17%), 
which is close to model 2 but slightly less precise. Model 3 is 
ranked third with rRMSE (10.10%), superior to model 1 but 
less performing than models 2 and 4. Model 1 records the 

highest rRMSE value (13.99%), indicating that it is less 
accurate in forecasts. 

As we can see in Timimoun, Model 4 records the lowest 
value for rRMSE (7.01%), making it the most accurate model 
in forecasts for this city. Model 2 is very close to model 4 for 
rRMSE (7.03%), indicating excellent performance. Model 3 
ranks third with rRMSE (7.73%), which is a good performance 
but is lower than models 2 and 4. Model 1 again, the worst 
performance of rRMSE is 12.12%.  

We also observe in Tamanaraset. Model 4 records the 
lowest value for rRMSE (10.23%), making it the most accurate 
model in forecasts in this city. Model 2 ranks second with 
rRMSE (10.43%), reflecting very good accuracy. Model 3 is 
ranked third with rRMSE (11.29%), superior to model 1 but 
with less performance than models 2 and 4. Model 1 records 
the highest rRMSE value (12.57%), indicating that it is less 
accurate in forecasts. 

Figure 7 represents a comparison of rMAE values to assess 
the performance of different models in the three cities: Illizi, 
Timimoun, and Tamanaraset. 

We note in Illizi that Model 2 shows the lowest value for 
rMAE (6%), which means it is the most accurate model in 
forecasts and significantly reduces absolute errors. Model 4 
second in the value of rMAE (6.53%), which is very close to 
model 2 but slightly less precise. Model 3 ranked third in 
rMAE (6.93%), superior to model 1 but with less performance 
than models 2 and 4. Model 1 records the highest value of 
rMAE (10.71%), indicating that it is less accurate in forecasts. 

 

 
 

Figure 6. Comparison of rRMSE 
 

 
 

Figure 7. Comparison of rMAE 
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As we can see in Timimoun, model 4 records the lowest 
value for rMAE (5.24%), making it the most accurate model 
in forecasts for this city. Model 2 is very close to Model 4 for 
rMAE (5.30%), indicating excellent performance. Model 3 
ranks third with rMAE (5.64%), which is a good performance 
but is lower than models 2 and 4. Model 1 again, the worst 
performance of rMAE (9.56%). 

We also note in Tamanaraset Model 4 records the lowest 
value for rMAE (7.26%), making it the most accurate model 
in forecasts in this city. Model 2 comes second in the value of 
rMAE (7.31%), reflecting very good accuracy. Model 3 ranks 
third with rMAE (7.98%), superior to model 1 but with less 
performance than models 2 and 4.Model 1 records the highest 
value of rMAE (9.40%), indicating that it is the least accurate 
forecast. 

Charts in Figure 8, we note that in model 2 (with R=0.9255), 

the points are very close to the red line and the points are 
distributed systematically and less dispersed around the red 
line than in the other three models, meaning that the difference 
between actual and predictive values is small, and therefore 
Model 2 has fewer predictive errors. This indicates that Model 
2 is the most accurate and consistent predictor of actual data 
values in the city of Illizi. 

Based on the charts presented in Figure 9, it can be observed 
that Model 4 (with R=0.9640) has fewer predictive errors than 
the other three models because its points are distributed 
systematically and are closer to the red line than those in the 
other models. This suggests that there is little variation 
between the estimated and actual values. Based on this, it can 
be concluded that Timimoun is actual data values are most 
reliably and accurately predicted by Model 4. 

 

 
 

Figure 8. Scatter plot of Illizi 
 

 
 

Figure 9. Scatter plot of Timimoun
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According to the charts in Figure 10, Model 4 (with 
R=0.8868) has fewer predictive errors than the other three 
models because the points are distributed more systematically 
and less randomly around the red line than in the other three 
models. This indicates that there is less of a difference between 
the actual and predicted values. This suggests that, for real data 
values in the city of Tamanaraset, Model 4 is the most reliable 
and consistent predictor. 

Figures 11, 12 and 13 present predicted and actual daily 
global solar radiation values following the acquisition of the 
prediction outcomes. These figures allow for the comparison 
of forecasted values with actual values, enabling evaluation of 
variations between them. 

The blueprints created in these figures shape the expected 
results, facilitating the easy identification of differences and 

discrepancies between predicted and collected values. 
Figure 11 presents the comparison of actual and forecasted 

values in Illizi during six (6) years of study period in all sky 
conditions. The analysis of Model 2 is considered the best 
model to note that red dots are very close to the blue dots, 
indicating high accuracy in prediction. 

Figure 12 illustrates a comparison between actual and 
predicted values in Tamanaraset city during six years of study 
period in all sky conditions using Model 4, which is considered 
the best model. Red dots match very close to blue dots, 
indicating high accuracy in prediction. 

Figure 13 illustrates a comparison between actual and 
predicted values in Timimoun city during this study using 
Model 4, which is considered the best model. Red dots match 
very close to blue dots, indicating high accuracy in prediction. 

 

 
 

Figure 10. Scatter plot of Tamanaraset 
 

 
 

Figure 11. Predicted and actual values of the best model (Model 2) for Illizi 
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Figure 12. Predicted and actual values of Tamanaraset (Model 4) 
 

 
 

Figure 13. Predicted and actual values of Timimoun (Model 4) 
 

Table 5. Statistics assess errors across the different previous works 
 

Ref. Model Location R rRMSE% RMSE MAE rMAE% 
[37] RF Tamil Nadu, a state in southern India 0.4490 38.58 933.32 569.59 23.13 
[37] MLR Tamil Nadu, a state in southern India 0.4520 38.14 923.44 554.07 22.44 
[38] RF El Oued- City in Algeria / / / 317.32 / 
[39] Linear Regression Perlis, Northern Malaysia 0.7780 / / / / 

This study RF Illizi -City in Algeria 0.9255 8.99 612.95 429.49 6 
This study Hybrid Timimoun -City in Algeria 0.9640 7.01 471.22 352.58 5.24 

 
The hybrid model combining Random Forest and XGBoost 

exhibits precision in forecasting solar radiation in both 
Tamanrasset, and Timimoun regions due to several key 
factors: 

-Ensemble Learning: Both Random Forest and XGBoost 
are ensemble learning methods that combine multiple weak 

learners to create a stronger model. This approach helps in 
reducing overfitting and improving generalization. 

-Handling Non-linearity: Both algorithms are capable of 
capturing complex, non-linear relationships in the data. This is 
particularly useful in modeling solar radiation, which can be 
influenced by various non-linear factors such as weather 
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patterns and geographical features. 
-Feature Importance: Random Forest and XGBoost can 

provide insights into feature importance, helping to identify 
which variables contribute the most to the model's predictions. 
This can be crucial in understanding the factors affecting solar 
radiation. 

-Robustness to outliers: Both models are relatively robust to 
outliers and noise in the data, which can be common in 
environmental datasets. 

Combining these strengths, the hybrid model leverages the 
advantages of both Random Forest and XGBoost, resulting in 
high precision in forecasting global solar radiation in the two 
cities. 

The results of the research imply that the XGBoost 
machine-learning model and the Random Forest-XGBoost 
hybrid model are equally successful in estimating Algeria's 
radiation levels. While the Random Forest -XGBoost model 
provides results in the Timimoun and Tamanrasset regions, the 
accuracy of the Random Forest model is particularly beneficial 
to the Illizi region. These models provide data that can be used 
to build, design, and optimize the energy systems in these 
areas.  In summary, Linear Regression performs well in stable, 
predictable climates, while XGBoost and Random Forest 
excel in regions with complex or highly variable climatic and 
geographical conditions. Each model's performance is closely 
tied to its capacity to capture the underlying relationships in 
local weather and terrain. 

Table 5 displays several models used to predict solar 
irradiation. The results of the proposed models show high and 
consistent effectiveness in terms of predictability and 
improved predictability when compared to other previous 
models. The results are better. Based on the data presented in 
the table, it appears that the RF and MLR models were applied 
in Tamil Nadu, a state in southern India, where their results 
were almost similar in terms of their ability to predict solar 
irradiation. The results for R, rRMSE, and rMAE are divergent 
and not close in terms of solar radiation estimates compared to 
the results of our study at the bottom of the table. 

However, the RF model applied in Illizi, a city in Algeria, 
seems to have performed better compared to the other models, 
as it had a higher correlation value (R) and lower error 
percentage (% rRMSE), as well as lower Root Mean Square 
Error (RMSE) and Mean Absolute Error (MAE). Finally, the 
Hybrid RF-XGBoost model applied in Timimoun, a city in 
Algeria, appears to have achieved the best performance among 
all models. It had the highest correlation value (R) and the 
lowest percentage of both Root Mean Square Error (% 
rRMSE), Root Mean Square Error (RMSE), and Mean 
Absolute Error (MAE), indicating that this model performed 
the best in predicting solar irradiation at the specified location, 
and can be generalized to similar regions with the same input 
parameters. 

 
 

4. SOFTWARE FOR ESTIMATING SOLAR 
RADIATION  
 

Our software called ZAHYA_SOLAR (see Figure 14) is 
designed using Python. It utilizes data libraries such as Pandas 
for data loading and analysis, and Scikit-learn for building and 
training machine learning models such as Linear Regression, 
Random Forest, and XGBoost. Users can select the city and 
choose the appropriate model, then easily view the results and 
charts within the interface.The application is intended to 

provide a graphical interface for users to evaluate and predict 
solar radiation at any location  in all sky conditions using 
machine learning models. It allows users to load test data, 
preprocess it, and apply one of four prediction models. After 
obtaining the results of solar radiation estimation at the 
specified location, it can be used in the design and installation 
of any renewable energy project. 

The application, ZAHYA_SOLAR, is designed to 
seamlessly integrate with the machine learning models 
developed for estimating solar radiation. The application 
serves as a user-friendly interface that allows users to input 
relevant meteorological data (such as temperature, humidity, 
and solar angles), which is then fed into the models. These 
models, built using techniques like regression, neural 
networks, or other machine learning algorithms, process the 
input data and generate solar radiation estimates for the user in 
real-time or over specified periods.  Future practical 
applications could have practical potential in the field of solar 
measurement such as: solar power plant design and 
optimization, energy production prediction, site evaluation, 
performance monitoring, ...etc. 

 

 
 

Figure 14. ZAHYA_SOLAR software 
 
 
5. CONCLUSIONS 

 
The study underscores the significant potential of artificial 

intelligence techniques in predicting global solar radiation, 
particularly in regions abundant in solar resources in southern 
Algeria. By employing diverse machine learning models, 
including the innovative hybrid model combining XGBoost 
and Random Forest, precise and reliable results were achieved, 
enhancing our understanding of optimizing solar energy 
utilization. The results obtained from the successful analysis 
of hybrid models, incorporating Random Forest and XGBoost, 
demonstrate high quality in solar radiation prediction. In the 
city of Illizi, Random Forest exhibited excellent performance 
with an R value of 0.9255. In Timimoun, the hybrid model 
(RF-XGBoost) displayed outstanding performance with an R 
value of 0.9640, while in Tamanrasset, the hybrid model 
showed good performance with an R value of 0.8868. These 
results provide additional support for the effectiveness of 
hybrid techniques in solar radiation prediction and enhancing 
the sustainability of solar energy projects. Based on these 
accurate solar radiation forecasts, significant improvements 
can be made in the efficiency and sustainability of solar energy 
projects. They enable operators to better plan for harnessing 
available solar resources, thereby promoting sustainable 
development and reducing reliance on traditional energy 
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sources. When data is available for solar energy system design, 
heating, and cooling in Saharan climate zones, this hybrid 
model can be applied. Future research could focus on applying 
machine learning (ML) models for solar radiation estimation 
in real-world solar energy projects, particularly in optimizing 
solar power generation and grid integration. This includes 
enhancing the accuracy of radiation forecasts to improve 
energy management, reducing operational costs, and 
integrating renewable energy sources into smart grid systems. 
Here are some promising research directions for improving 
solar radiation estimation and expanding the future 
application’s capabilities: 

- Incorporating Real-Time Data Streams: Satellite and 
Sensor Integration, IoT and Smart Sensors 

- Exploring Advanced Machine Learning Techniques: Deep
Learning and Neural Networks, Hybrid Models, Ensemble 
Learning 

- Incorporating Climate Change Projections:
- Expanding Geographic Scope: Transfer Learning for

Regional Adaptation, Global Weather Data Models. 
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NOMENCLATURE 

AI Artificial Intelligence 
LR Linear Regression 
MAE Mean absolute error 
ML Machine Learning 
R Correlation coefficient 
RF Random Forest 
RMSE Root Mean Square Error 
XGBoost Extreme gradient boosting 
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