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The sheer volume of applications, data and users working in the cloud creates an ecosystem 

far too large to protect against possible attacks. Several attack detection mechanisms have 

been proposed to minimize the risk of data loss backed up to the cloud. However, these 

techniques are not reliable enough to protect them; this is due to the reasons of scalability, 

distribution and resource limitations. As a result, Information Technology Security experts 

may feel powerless against the growing threats plaguing the cloud. For that, we provide a 

reliable way to detect attackers who want to break into cloud data. In our framework, we 

have no labels and no predefined classes on historical data, and we wish to identify similar 

models to form homogeneous groups from our observations. Then, we will use a k-means 

clustering algorithm to handle unlabelled data, and a combination approach of clustering 

and classification. We start with a k-means clustering algorithm for generating a labelled 

dataset from an unlabelled dataset. By harnessing the power of a labelled dataset, we can 

train the extreme learning machine classifier to become an exceptional tool for intrusion 

detection. By utilizing this resampling technique, we can generate additional data sets to 

significantly enhance the system's capability to identify and thwart attacks. The innovation 

of this approach stems from its integration of clustering and classification into a unified 

learning model. The cutting-edge framework has been successfully implemented on the 

renowned KDD99 dataset, producing impressive numerical results that not only affirm its 

exceptional accuracy but also highlight the significant time-saving advantages of this 

innovative approach. 
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1. INTRODUCTION

With the rapid expansion of the Internet of Things and 

digitization, various security incidents such as unauthorized 

access [1] and malware attack [2] have grown at an 

exponential rate in recent years.  

Cloud computing is now widely adopted and used by large 

companies to take advantage of the delivery of applications, 

infrastructures and high storage capacity on the Internet. In 

today's dynamic cloud computing environment, the potential 

for multiple users to access a single server and seamlessly 

retrieve and update their data without the need for individual 

application licenses is truly revolutionary. This not only 

streamlines work processes but also opens up a world of 

possibilities for maximizing the benefits of cloud computing 

in our professional lives [3]. However, as the scale and 

intricacy of cloud operations continue to grow, it's crucial to 

emphasize the development of a robust security infrastructure 

to safeguard our valuable data and operations. For example, 

suppose an attack has occurred at the cloud level, all cloud 

resources will be permanently affected, and the quality of 

service will decrease. Therefore, the data protection of all 

cloud users is damaged. For this, cloud service providers must 

protect their resources to maintain the quality of resources [4]. 

Although several solutions exist with adequate security 

measures for cloud applications, they are still insufficient 

compared to the speed of threats that emerge every day, and 

the spammers who keep on inspecting our operations. In 

addition, as cloud operations are shared between different 

actors, the interoperability factor also becomes a critical 

requirement [5]. For these reasons, we introduce machine 

learning for its speed and performance. 

Machine learning (ML) is a game-changer that empowers 

computers to learn and adapt without the need for explicit 

programming [6]. It is a significantly large and growing field 

of artificial intelligence. Its purpose is to facilitate human tasks 

through its speed and automatic reasoning. Insecurity, 

machine learning is based on data analysis to uncover hidden 

patterns. This enables us to stay one step ahead by detecting 

malware in encrypted traffic, identifying internal threats, and 

even predicting the "bad neighborhoods" online to ensure a 

safer browsing experience. With machine learning, we can 

also safeguard sensitive data in the cloud by learning from and 

reacting to suspicious user behaviour [7]. In machine learning 
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security we often talk about three main types of attacks: 

poisoning, evasion and inference. In the case of poisoning, an 

attacker seeks to bias the behaviour of a model by modifying 

training data. We can take the well-known example of 

Microsoft Tay, a chatbot designed to interact on social 

networks with young Americans. It ended up appropriating the 

vocabulary of its speakers. With evasion, an attacker plays on 

the input data of the application to obtain a decision different 

from the one normally expected. And finally, in the inference 

case, an attacker successively tests different requests on the 

application to study its behavior [8]. There are currently 

several use cases of ML in the field of cyber security, such as 

fraud detection, vulnerability detection from predictive 

models, intrusion detection, static analyzes and the detection 

of infiltration of data. Rizal [2] delivered a comprehensive 

overview of the cutting-edge machine learning techniques 

used in identifying malicious URLs. The presentation delved 

into feature representation, learning algorithm development, 

and categorization in this crucial domain. 

Existing solutions have primarily relied on distinguishing 

between "legitimate" and "malicious" connections within an 

IoT network. However, when it comes to public wireless 

networks, the attack detection system takes a different 

approach by utilizing a detection model that assesses the 

reputation and trustworthiness of each node [9, 10]. This 

system compares the reputation of each node against a 

predefined threshold to determine whether the node is 

trustworthy or should be flagged as a potential attacker. Or the 

innovative SVELTE system [11], a cutting-edge prototype to 

secure the Conkiti operating system. It includes a distributed 

mini firewall to respond to alerts. SVELTE is a hybrid system 

which has à centralized components and a distributed 

component between the nodes. It is installed both on the nodes 

and on the router which links the internal zone of the objects 

and the rest of the Internet. It is designed primarily to detect 

attacks on routing protocols. 

So, our objective in this proposed work is to minimize the 

risk of intrusion at the cloud level by using probability laws 

and the K-means clustering algorithm for data segmentation 

and also to know how to use classification techniques to 

categorize the different attacks that may occur. Intrusion 

detection by the classification method only is increasingly 

used. However, building a system that utilizes classification 

and clustering techniques can significantly enhance the 

effectiveness of intrusion detection methods. Additionally, 

resampling enables the generation of new datasets, further 

improving the system's ability to identify and thwart potential 

attacks. The KDD 1999 intrusion detection dataset will play a 

role in our key to solving the problem and is the most widely 

used by researchers working in the security field. Then our 

contribution in this paper is to create a framework based on a 

combination of clustering and classifier to optimize the quality 

of our system and reduce false positives. Firstly k-means 

clustering is used to create a labeled dataset from an unlabeled 

dataset. The labeled dataset plays a crucial role in training the 

ELM classifier, which is the key to detecting and preventing 

intrusions. The experiments with the KDD99 dataset show a 

high quality of intrusion detection.  

In this paper, we first discuss data security concepts and 

relevant problem-solving methods through intelligent 

decision-making in a distributed environment. We also make 

a brief discussion of different machine learning tasks in 

security. Second, we propose an extensible methodology to 

model user behavior from contextual information. Behaviors 

follow a probabilistic procedure to filter out malicious 

operations. Finally, we try to improve data security by 

combining clustering and classification methods. The results 

of implementing this method are profound. The method has 

significantly enhanced the precision of filtering data stored in 

the cloud, thereby ensuring that only relevant and accurate 

information is retained. By doing so, it has effectively 

minimized the risk of losing sensitive data, bolstering our data 

security measures. Moreover, the method has resulted in a 

notable reduction in the number of false positives, which are 

known to trigger false alarms in intrusion detection systems. 

Ultimately, this has led to the provision of a high-quality 

system that meets and exceeds the expectations of our valued 

customers. 

The paper is structured as follows: Section 2 discusses 

related works, Section 3 presents preliminaries, Section 4 

explains the proposed scheme, Section 5 introduces the results 

and discussion, and Section 6 provides the conclusions. 

 

 

2. RELATED WORKS 

 

In the fast-evolving world of IoT, researchers are 

continually developing methods to detect cloud security 

attacks. ELM remains a key research area due to its efficiency 

and versatility in handling data. By implementing these 

approaches, we can effectively detect spammers [1], making it 

a powerful tool for combating unwanted and malicious 

activities. 

In the study by Dasari et al. [12], a new approach to tackling 

DDoS attacks is presented, which are known to cause 

significant disruptions to online services. The method focuses 

on identifying groups of features that exhibit low correlation, 

aiming to enhance the detection of UDP-based DDoS attacks 

using the powerful MLP classification algorithm, the efficient 

ADAM optimization method and the Tanh activation function. 

In the study by Rana et al. [13], this work integrates several 

machine learning algorithms, such as Support Vector 

Machines, Naive Bayes, and Random Forests. It was 

developed on a cloud platform by the "Tor Hammer" attack 

tool, but this solution did not show much effectiveness. 

In their study, Al-A’araji et al. [14] propose an ‘Enhanced 

Intrusion Detection and Classification (EIDC) System’ as a 

firewall to secure the cloud. EIDC detects and classifies 

received traffic packets using a technique called Nodes 11. 

Past and current decisions are combined to estimate the final 

attack category classification. 

To enhance security in IoT systems, Hassan et al. [15] 

propose the use of an artificial neural network (ANN) within 

both the gateway and application layers of an IoT gateway. 

The monitoring of subsystem components at the gateway and 

the overall system state at the application layer is crucial. Once 

the system was initialized with training data and brought to 

operating temperature, the researchers intentionally injected 

inaccurate data into the sensors for 10 minutes. The gold of 

data execution the neural network will be able to differentiate 

between valid and invalid data. 

In their study, Wani et al. [16] present a system designed to 

maintain data confidentiality across multiple providers and 

verify the correctness of user-encrypted data. The one-way 

proxy (UPRE) to reduce high computational costs with 

multiple data providers was used. The cloud server embeds 

noise into the encrypted data, allowing analytics to keep the 

information confidential. 
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Chkirbene et al. [17], in their study, proposed a complex 

method designed to enhance the security of IoT systems. This 

method provided an early cyberattack detection and response 

mechanism that was either fully or partially autonomous (i.e., 

requiring no human interaction). Distributed network security 

can be ensured with this technique. 

Wang et al. [18] suggested a system based on machine 

learning combinations. To assess accuracy, a fitness function, 

a genetic algorithm, and a support vector machine (SVM) were 

integrated. The outcomes demonstrated how well information 

security is guaranteed by this model. 

Samunnisa et al. [19] proposed an anomaly-based intrusion 

detection system employing hybrid clustering and 

classification methods to enhance cloud and network security. 

The main goal is to assess the impact of features on clustering 

and classification in anomaly-based intrusion detection 

systems. The study compares and evaluates K-means and other 

methods in the context of intrusion detection. 

In summary, the approaches discussed above focus on the 

design and development of a security system at the entrance to 

the cloud and generally rely on the existence of a single 

centralized cloud. However, there are many requirements to 

consider, such as resource limitation, distribution, and system 

scalability. For this, we believe that it is urgent and imperative 

to develop other approaches that support all aspects of security 

and present and future attacks. 

 

 

3. BACKGROUND 

 

3.1 Cloud computing 

 

Cloud computing makes it possible to provide IT services 

(servers, storage, databases, software, network management, 

artificial intelligence) [2]. And offer faster and more 

innovative use, flexible resources and profit at a very high cost 

and productivity compared to traditional methods. Moreover, 

there are several types of clouds' which do not necessarily have 

the same structures and are different in their design and 

development. 

Several types, models and cloud services have been 

developed to help provide the best solutions for our needs. 

There are three ways to deploy cloud services for this: public, 

private or hybrid cloud [5]. 

Public cloud: is a type of cloud computing in which a 

service provider makes sharing resources available such as 

servers and storage to the public via the Internet. 

Private cloud: is a type of cloud computing environment 

dedicated to a single organization. All resources are isolated 

and under the control of a single unit. This private cloud is also 

called internal or corporate cloud [19]. 

Hybrid cloud: Hybrid clouds combine the resources and 

services of two or more distinct IT environments. Hybrid 

cloud architectures require integration, orchestration and 

coordination to be able to move, share and synchronize 

information quickly [20]. 

Secure cloud development presents challenges due to 

emerging consumer security issues. Today, Machine Learning 

(ML) is a powerful tool used to safeguard the cloud. ML 

techniques provide a crucial function in preventing and 

detecting attacks and security breaches in cloud environments 

[21]. 

 

 

3.2 Overview of ELM 

 

In the realm of cloud-level security, Extreme Learning 

Machine (ELM) is recognized as an innovative solution. Due 

to its exceptional efficiency, easy implementation, and ability 

to handle various tasks like unification, classification, and 

regression, ELM has become a key area of study. Its potential 

application in identifying social spammers makes it a 

compelling choice [20]. 

In this section, we will briefly discuss the basis of ELM. The 

ELM algorithm can be summarized in 3 steps [22]: 

•  Step 1: Definition of hidden layer node number N͂, 

randomly assign input weights ai and hidden layer biases bi, (i 

=1, 2,...,Ã). 

• Step 2: Calculate the hidden layer output matrix H. 

• Step 3: Calculate the output weight β.  

The simple ELM learning algorithm has a model of the form: 

{\displaystyle \mathbf {\hat {Y}} =\mathbf{W}_{2}\sigma 

(\mathbf {W}_{1}x)} Ŷ= X2 σ (X1 n). 

where, X1 is the matrix of input-to-hidden layer weights, σ is 

an activation function, and X2 is the matrix of hidden-layer-to-

output weights. The algorithm works as follows: 

1. Complete X1 with Gaussian random noise. 

2. Estimate X2 by the least squares method to match the 

response matrix of the variables Y, use using the pseudo in⋅ +, 

giving a design matrix T: X2 =σ (X1 T) + Y 

This detailed process explains the ELM algorithm: we set 𝑁 

who represent arbitrary distinct samples. 

 

(xi, 𝑡𝑖)∈𝑹𝑛 × 𝑹𝑚 
 

where, 𝑥𝑖 represents the input sample and 𝑡𝑖 define the output 

sample [23]. 

The output of a SLFN with 𝐿 hidden nodes and 𝑔(𝑥) which 

is the function of activation are calculated by the following 

formulas: 

 

O𝑗 = ∑ βi Li = 1 (wi ⋅  xj +  𝑏𝑖 )(j =  1,2, ⋯ , N)
𝑁

𝑖=1
 

Or:∑ 𝛽𝑖𝐿(𝑤𝑖・𝑥𝑗 +  𝑏𝑖)  =  𝑡𝑗, 𝑗 =  1, . . . , 𝑁
𝑁

𝑖=1
 

(1) 

 

In Figure 1, the computer development of the ELM 

algorithm is presented in a graphic way. 

 
 

Figure 1. Neurons network 
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The weights between the input and hidden layer are 

represented by the 𝑤𝑖 = (𝑤𝑖1, 𝑤𝑖2, …, 𝑤𝑖𝑛) 𝑇; these weights 

are determined through the hidden node 𝑖-th. The weights 

between the two layers (the hidden layer and the output layer) 

are represented by the 𝑏𝑖 (𝑖 = 1,2, ⋯ , 𝐿) 𝑇. The following 

formula transforms the non-linear classification into the 

following linear classification: 

 

𝑯𝛽= 𝑻 (2) 

 
𝑯={ℎ} (𝑖 = 1…𝐿𝑎𝑛𝑑𝑗 = 1, …, 𝑁) is the hidden-layer output 

matrix. 

ℎ𝑖𝑗 = (𝑤𝑖 • 𝑥𝑗 + bi) denotes the output of the Ith hidden 

neuron concerning 𝑥𝑗, 𝑻 = [𝑡1, 𝑡2, …, 𝑡𝑚] 𝑇 is the target 

matrix (classification labels). 

Keep in mind that the hidden layer's wi and bi node 

parameters are assigned at random. As a result, the only thing 

left to figure out for the ELM model is the number of hidden 

layer nodes, l. The following equation is obtained if the error 

between the output Oi and the target t can be brought close to 

zero: 

 

∑ ∥ tj – Oj ∥ =  0

𝑛

𝑗=1

 (3) 

 

H0 (w1,…,wL, x1,…,xL, b1,…,bN) 

=(

𝐿(𝑤1, 𝑥1, 𝑏1)
.
.

𝐿(𝑤1, 𝑥1, 𝑏𝑁)

…
⬚
⬚…

𝐿(𝑤𝐿 , 𝑥𝐿 , 𝑏1)
.
.

𝐿(𝑤𝐿 , 𝑥𝐿 , 𝑏𝑁)

) 

1

L
.

T

T

Lm








 
 

=  
 
 

. and 

t

1

t

Nxm

T

T

T N

 
 

=  
 
 

 

(4) 

 

In most studies carried out so far, they have demonstrated 

that the number of hidden nodes is greatly lower than the 

number of training samples. Namely (𝐿≪𝑁), with a total of 

𝐿neurons in the hidden layer [23].  

The minimum norm least-square (LS) solution to the linear 

problem (2) is β=𝑯+𝑻, where, 𝑯+ is the Moore-Penrose 

generalized inverse of matrix 𝑯, ELM using such Moore-

Penrose (MP) inverse method tends to obtain good 

generalization performance with highly increased learning 

speed [24]. 

 

 

4. PROPOSED METHODOLOGY 

 

Considering the different existing methods and approaches 

and their limitations in the detection of attacks in the cloud, we 

propose at this work a robust framework to efficiently perform 

attack detection in the cloud environment. Among the existing 

security attacks, we are interested in network security attacks. 

An attacker would want to conduct an indiscriminate integrity 

assault, for instance, which would result in high rates of false 

positives and true negatives for classifiers, or they might 

conduct a targeted privacy violation attack, which would 

illicitly collect the targeted user's data [25]. 

Therefore, our main objective is to optimize cloud security 

in order to reduce the chance of data loss. Finally, if a 

malevolent user attempts to attack the system, it will be 

immediately stopped. In addition, the cloud service provider 

must only allow authenticated users to access its database. 

CSP examines the trust values of users to confirm their 

legitimacy. The user is regarded as authentic if their trust value 

exceeds the threshold value. Keep in mind that a user's trust 

value is determined by certain cloud behavior criteria [26]. For 

use in regression and classification, ELM is a learning 

technique for single hidden layer feed-forward neural 

networks. It is more practical than the conventional ANN 

model and has a simpler and more legitimate mode than the 

typical BP method. As a result, ELM learns considerably more 

quickly than BP. ELM tends to attain not only the minimal 

training error but also a straight solution to the problem. 

The proposed method is named attacker detection in Cloud, 

based on the supervised learning (SL) approach. To filter 

attackers, all data (text, document, and figure) will be tagged. 

This process is called document markup. 

Figure 2 schematizes our approach. The database will be 

built from the pre-existing data on the cloud. This data is 

fragmented into multiple subsets, and then extreme machine 

learning will be run to make predictions and decisions on each 

subset of data. Combining the results for each ELM helps 

distinguish legitimate users from non-legitimate users.  

In contrast to alternative approaches like mobile edge 

computing (MEC) and fog computing (FC) (FC/MEC). 

Finding the minimal standard of a least squares problem can 

ultimately be used to convert the straightforward ELM 

solution into an extended Moore-Penrose inverse problem 

using a matrix [22]. 

 

 
 

Figure 2. Organization flow of the proposed framework 
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4.1 Dataset construction in cloud 

 

We will try to gather pre-existing data at the cloud level, 

which are no classified into non-legitimate users and 

legitimate users [27, 28]. Unlabeled data collection is the data 

set containing the most relevant characteristics of multiple 

cloud user behaviors. However, for the construction of the 

dataset, the cloud API is used to collect a real dataset from 

public information. Here we are using K-means clustering 

which is a type of unsupervised learning used when data is 

unlabeled [29]. In this step, it suffices to create groups of data 

represented by the variable K. The algorithm works iteratively 

to assign each data point to one of the K groups according to 

the similarity of the characteristics and functionalities 

provided [24]. Anomaly detection based on user behavior is 

useful, such as the number of times they log in, the history of 

these movements and all these activities on the cloud will be 

evaluated. Next, it is necessary to separate valid and monitored 

activity groups if a data point moves from one group to another; 

this should be used to detect significant changes in the data. 

We summarize our approach as follows: 

A first selection of data is created to determine spammers 

and legitimate users at the level of the cloud network [30]. For 

that, legitimate users are select from the most active clients in 

the cloud, for example, users who only work in the cloud. 

And non-legitimate users are selected from the set of users 

who were too often involved in malicious activity example, 

users who share malicious URLs or messages or, who direct 

to malicious links, and fictitious websites. Then we generate a 

list of all users (attacker and legitimate users) by exploring the 

list of subscribed clients. Liu et al. [31] use a web crawler for 

this purpose. In addition, each user's behavior is tagged. Then 

two groups of users were created (Figures 3 and 4) who are, 

Legitimate and non-legitimate users. 

In Figure 5, we show that there is a measurement difference 

between the original data sent by the legitimate user and the 

attacker. In general, legitimate users deal with private or public 

data and share information through the cloud with their friends. 

But at the same time, most attackers steal and spy on other 

people's data. Here, we have taken a set of random data, that 

is stored in the cloud. And taking into account the following 

parameters: their behavior, the size, the number of executions 

of this data and the execution time. Thus, two groups of data 

are formed from its parameters which are legitimate users and 

malicious users. 

 

 

 

Figure 3. Original unflustered data 

 
 

Figure 4. Clustered data 

 

 
 

Figure 5. Dataset construction 

 

The process followed by K-Means Clustering (Figure 6) is 

follows: 

➢ We select the number "K" which determines the 

number of clusters to deduce. 

➢ Choose a center of gravity to form the cluster. Here 

we can choose any data point or “k” random points. 

➢ Assign all the data points to their nearest cluster. Let 

us use the distance method based on the correlation. 

➢ Calculate the centroids of the clusters by taking the 

average of all the data points that belong to each 

cluster. 

 

4.2 Training and testing phase 

 

In the test phase for the classification of data and the 

construction of ELM, initially, we will study a limited amount 

of data, if the result obtained is satisfactory, we will apply the 

procedure to a large amount of data by the application of the 

normal law of probability [32]. Each ELM in our work works 

as follows: 

P: the likelihood of an attack occurring. 

q: the inverse of p. 

X: represents the number of occurrences per unit of time for 

an event to occur. 

N: the number of experiences. 

If P is the probability of an event occurring during a 

malware detection experiment. And if q = 1- p is the inverse 

of P (probability of success), then the probability that this 

event occurs X times in N experience (i.e. X detection of an 

attack and N - X no detection) is given by the binomial 

coefficients [33]: 
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P(X) = 
𝑁!

𝑋!(𝑁−𝑋)!
𝑝𝑋𝑞𝑁−𝑋  =  𝐶𝑁  

𝑋 𝑝𝑋  𝑞𝑁−𝑋 

 

or X = 0,1,…, N and N! = Nx(N -1)x (N-2)x ….x1. 

And 1,  𝐶𝑁  ,    
1  𝐶𝑁  

2  𝐶𝑁  
3 . . . 𝐶𝑁

𝑋;  

But when the number of data becomes very important, it 

will extend towards the normal law to carry out our test phase. 

To test our learning machine, we have developed the following 

test: 

We want to determine that our machine was 90% efficient 

at testing a large amount of data in just 1 minute. Either in a 

200-megabyte data sample, we have validated 160 megabytes 

of correct data, or now we determine if our machine learning 

is effective. The solution is to let P be the probability of 

obtaining the correct data; we must then decide on the two 

following hypotheses (H): 

α: low values. 

N: amounts of data 

q: is the level of significance which is taken at 0.1 

H0: P = 0.9, and our statement is correct. 

H1: P <0.9, and our statement is false. 

We will test for low values of α because we want to know 

if the proportion of data is too low. If the significance level is 

taken at 0.1, that is, if the area is grayed, as in the Figure 6, 

which is equal to 0.1, then α = -2.33. The following decision 

rule is therefore used: 

If: H0 is true, µ = NP = 200 (0.9) = 180 

And δ = √𝑁𝑃𝑞 =  √(200)(0.9)(0.1) = 4,23 . Then, in 

reduced centered units:(160 -180)/ 4,23 = -4,73. The value 

significantly lowers than -2.33, show in Figure 6. Therefore, 

we conclude that our assertion is justified and that the results 

are very satisfactory. 

K-means cluster Algorithm: 

The shaded regions (α) are critical areas, as shown in the 

graph in Figure 7. 

As has been analyzed in several works, the attack can be 

carried out by introducing erroneous data samples in the 

training phase to result in a faulty system that does not support 

any threats [34, 35]. The clarity of the training data and the 

improvement of the power of the learning algorithms are the 

two main countermeasures that must be taken into account 

against any adversary during the training phase (Figure 8). 

The data used to train our ML plays a crucial role in the 

development of a high-level ML model. In general, 

adversaries prefer to damage training data to minimise the 

overall performance of the system (Figure 8) [35].  

In our framework (Figure 9), the training dataset is divided 

into K subsets. Each subset contains the same number of 

samples and p-input features. However, the ELM presents 

shortcomings for training of big data; like time consumption 

which is a process of calculating the output matrix of hidden 

nodes, Moore-Penrose the generalized inverse of a matrix, the 

Laplace matrix, and matrix multiplications take a long time 

when forming large-scale datasets. 

The testing and training phase determines the reliability of 

our machine learning. The results of the training phase in 

Figure 9 is tr_result = elmk.train(tr_set), and the test phase, 

te_result = elmk.test(te_set) will be combined to obtain at the 

end, a classification which allows the distinction between 

legitimate and non-legitimate users by: 

print(te_result.get_accuracy). 

Algorithm 

1. // training phase 

1- initialize training database with N samples (Ai, Yi) 

2- Randomly initialize W and biases xj, j=, 2,…l 

3- Calculate the output weight matrix Ti 

4- Calculate T= H𝛽 where H0=   

(
𝐿(𝑤1, 𝑥1, 𝑏1) … 𝐿(𝑤𝐿 , 𝑥𝐿 , 𝑏1)
𝐿(𝑤1, 𝑥1, 𝑏𝑁) … 𝐿(𝑤𝐿 , 𝑥1, 𝑏𝑁)

) 

1

L

T

T





 
 
 =

 
  
 

β  and 

t

1

t

Nxm

T

T N

 
 
 

 = 
 
 

 
 

T  

 

5- Calculate 𝛽= H* Yall, where, Yall=(Y1, Y2…, YN) 

2. // Detection 

a) For each sample i calculate Ti = ∑ 𝛃𝐢 𝐋𝐢 =
𝑵

𝒊=𝟏

𝟏 (𝐰𝐢, 𝐱𝐣 , 𝒃𝒊 )(𝐣 =  𝟏, 𝟐, ⋯ , 𝐍) 

b) Map Ti to Yi 

c) If Yi represents attack 

              Then alert 

                 Else  

              Remain silent 

 

 
 

Figure 6. K-means cluster algorithm 

 

 
 

Figure 7. Testing evaluation graph 
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Figure 8. Introducing erroneous data 

 

 
 

Figure 9. Proposed methodology 

 

When the value is calculated by the equation 𝛽 = H* Yall, 

that means that, our ELM is trained and ready to detect attacks. 

It calculates the output for each sample using the equation T= 

H 𝛽. If the planned release represents an attack, it will generate 

an alert to the cloud administrator. Otherwise, she remains 

silent. All data will be tagged to pass the malicious user 

filtering process. This process is called document labelling.  

 

 

5. EXPERIMENTAL RESULT 

 

With the rapid development of digital technology, the 

amount of data circulating on the internet has significantly 

increased, leading to a corresponding rise in network security 

threats. Considerably nowadays, it is, therefore, necessary to 

develop more powerful systems to ensure this security. In this 

work, we will uncover the remarkable capabilities of our ELM 

for intrusion detection using the renowned KDD Cup 1999 

dataset [36]. Furthermore, we will thoroughly examine the 

impressive robustness of the State-Preserving Extreme 

Learning Machine. The assessment of (SPELM) involves 

utilizing a dimensionality reduction technique such as 

Principal Component Analysis (PCA) [37]. To gauge the 

effectiveness of the experimental outcomes, we take into 

account the following metrics [38]:   

- True positive (TP): denotes the number of spammers 

accurately classified. 

- False negative (FN): indicates the number of spammers 

erroneously categorized as non-spammers. 

- False positive (FP): represents the number of non-

spammers inaccurately classified as spammers. 

- True negative (TN): denotes the number of non-spammers 

correctly classified. 

(1) True positive (TP)TP=
TP

TP+FN 
 ×  100. 

(2) False negative (FN) FN=
FN

FN+TP
 ×  100. 

(3) True negative (TN): 𝑇𝑁 =
TN

TN+FP
 ×  100. 

In our upcoming experiments, we'll be putting ELM, 

Regularized Extreme Learning Machine (RELM), SPELM, 

and support vector machine (SVM) to the test in detecting 

malicious user intrusions on the cloud platform. We'll be using 

the 1999 KDD Cup dataset for our intrusion detection, and we 

see how these cutting-edge technologies perform in 

safeguarding our systems. We conducted all our experiments 

on a high-performance desktop computer outfitted with an 

impressive Intel Core i5 Duo CPU E86 @ 3.33 GHz processor 

and 4 GB of RAM. This powerful setup empowered us to 

accurately gauge processing time in MATLAB (R2013a) and 

deliver reliable results. 

 

5.1 Data set description 

 

The classifier learning competition, held alongside the 

KDD'99 conference, aimed to develop a predictive model 

(classifier) with the capability to accurately differentiate 

between legitimate and illegitimate connections within a 

computer network [34, 39]. The goal was to create a 

sophisticated system that could effectively identify and 

classify network activity, contributing to improved 

cybersecurity measures and network security.  

In this experiment, 30,000 normalized and coded digital 

data samples were used. The results (Table 1) show that our 

solution correctly identifies 99.2% of non-legitimate users and 

99.8% of legitimate users. 

Furthermore, we conducted multiple iterations to calculate 

the mean values for our ELM, RELM, SPELM, and SVM 

models in terms of training and testing time. The experiences 

have been carried out several times to have calculated the 

mean value of each phase. Regarding the values the test and 

training phase we observe that our model takes a total of 

0.0630 seconds for the test and 0.4374 seconds to practice 

training classification, The detailed experiment results are 

presented in Table 2. The results indicate a similarity in the 

performance of the SVM and SPLM models with a slight 

improvement for RELM. 

 

Table 1. Score of legitimate and nonlegitimate user’s 

 
 Legitimate Non-Legitimate 

legitimate 99.8 0.2 

non-legitimate 0.8 99.2 

 

Table 2. Comparison between RELM, SPELM, SVM and 

ELM 

 
Classifier Training Time (s) Testing Time (s) 

Our ELM 0.4374 0.0630 

RELM 0.8091 0.1105 

SPELM 1.622 0.0721 

SVM 3.031 0.501 

 

Table 3. Test the accuracy of our ELM with RELM and 

SPELM 

 
# Of Training 

Samples in % 

SPELM 

(%) 

RELM 

(%) 

Proposed 

ELM (%) 

20 97.52 97.81 97.96 

30 98.00 97.86 98.10 

40 97.89 97.99 98.02 
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Table 4. Accuracy comparison of proposed ELM with 

SPELM and RELM using 11 PCs 

 
#Training Samples 

in % 

SPELM 

(%) 

RELM 

(%) 

Our ELM 

(%) 

20 88.17 87.25 91.26 

30 88.25 86.36 88.36 

40 88.20 85.26 90.28 

 

 
 

Figure 10. Training time (s) graph 

 

 
 

Figure 11. Testing time’s graph 

 

 
 

Figure 12. Detection accuracy graph 

 

In our comprehensive evaluation, we meticulously 

considered the time required for learning from real data and 

generating synthetic data, along with the rigorous testing 

process. We then made a comparative analysis of the training 

and testing duration across our ELM, RELM, SPELM, and 

SVM. The results portrayed in Table 2 and Figure 10 

unmistakably demonstrate the superior speed of our ELM in 

comparison to other solutions, establishing its efficiency. 

 

 
 

Figure 13. Accuracy comparison graph 

 

In the test phase, we calculate the flow time of the operation 

compared to the other approaches mentioned above. We have 

redone the calculation in four (4) different periods. And the 

results are displayed by the following diagram in Figure 11. 

Understanding the performance gaps between different 

testing methods is crucial to selecting the most appropriate 

approach based on project-specific time constraints. 

Substantial variations in training times could significantly 

affect the practicality and overall effectiveness of the models. 

Figure 12 demonstrates the stability of our system compared 

to others. 

During the experimentation, we focused on evaluating 

parameters related to detection speed and false positive 

reduction. We closely monitored and recorded significant 

variations in the results obtained (Table 3). 

During the database generation phase, a substantial amount 

of initial data was eliminated, resulting in a 50% reduction in 

RAM usage. The tests encompassed a wide array of data, 

including information from the training phase as well as 

external data sources, ensuring a comprehensive and thorough 

analysis. The detailed and comprehensive results, including 

statistical data and visual representations, can be found in 

Table 4, while Figure 13 provides a graphical depiction of our 

findings, offering a nuanced and in-depth view of the results. 

 

5.2 Discussion 

 

In this groundbreaking article, we've unveiled an innovative 

framework designed to fortify data security in the Cloud. With 

no labelled data, predefined classes, or centroid, we've 

harnessed the power of a k-means clustering algorithm to 

effectively handle untagged data, complemented by the 

application of an ELM algorithm. By leveraging ELM and the 

law of least squares, we've successfully tackled the challenge 

of intrusion detection within cloud networks. Our solution not 

only boasts reduced training time but also offers exceptional 

scalability. Furthermore, we've strived to enhance accuracy, 

surpassing traditional SVM techniques [40, 41]. We have 

considered a range of solutions and methodologies for 

establishing a robust intrusion detection system to mitigate the 

potential loss of control over cloud-based data. If we can detect 

at least more than 95% of attack connections and filter them 

out, we can prevent the attacker from overwhelming the cloud 

server. In the detection of DDoS attacks as show in Figure 14, 

for example, where attackers install malicious program on the 

network of vulnerable hosts, and controls managers and robots 

using a command-and-control mechanism. 
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In this case, it is necessary to install an attack detection 

module between the cloud server and the handler, based on 

ELM. Comparison of the detection accuracy of our work with 

other proposed works, are shown in the Tables 3 and Table 4 

above. Our work is performing well compared to others. 

However, we need more training time to develop the method 

of classification as others works. 

We also note that false-positive type alerts could generate 

lot of noise, which sometimes annoys employers in the sector. 

Let's imagine that more than 200 processes report a false 

positive alert every 37 seconds. That would require that more 

than 200 people must sent on-site to detect if there are an 

anomaly. It seems to us that predicting anomalies using 

supervised machine learning is the best solution to avoid any 

potential disaster. And it will be great if we install a system in 

place to send a signal to the control center in the event of an 

anomaly. That will help us prevent and stop a disaster problem 

as quickly as possible before they spread to other linked 

processes. 

Also, in this work, we based ourselves on operational 

technology (OT) before that of IT technology, with the 

objective that any application or process developed must be 

available and used first before being secure. And the machine 

learning is the best solution in this field. And it cannot in any 

way be replaced by a human solution. 

 

 
 

Figure 14. Distributed attack example 

 

 

6. CONCLUSIONS 

 

In this article, we presented a new approach to bring optimal 

and reliable security to cloud computing based on ELM 

techniques. It should be noted that ELM, not only improves 

characteristics related to classification algorithms but also 

solves the problem of detecting intrusions in the cloud network 

reliably and efficiently. And this is what has increased its use 

in many areas nowadays. The model we introduced is designed 

to be rapidly developed and tested, making it highly proficient 

at identifying and detecting attacks with exceptional precision. 

Its distinct advantage lies in its capability to efficiently classify 

and organize information. Additionally, the model 

dynamically and iteratively determines the most suitable 

number of clusters for grouping, based on pre-existing 

knowledge. 

In summary, this work presents a combined machine 

learning methodology that addresses the main challenges of 

information security across the cloud. The results show that 

the proposed method is effective and efficient. It can be used 

for larger applications that need real-time performance and 

high precision. 

In our upcoming work, we are excited to introduce a cutting-

edge hybrid clustering approach aimed at revolutionizing, the 

intrusion detection systems performances. By seamlessly 

integrating multiple clustering methods, including the 

dynamic K-means and versatile hierarchical clustering, we are 

ready to shatter the limitations of using a single approach. This 

innovative approach will involve a meticulous process of 

analyzing and comparing the results obtained from different 

clustering techniques, allowing us to harness the strengths of 

each method while mitigating their weaknesses. Through this 

methodology, we hope to achieve a comprehensive 

understanding of how different clustering algorithms can 

complement each other, ultimately leading to a more robust 

and effective intrusion detection system. This strategic 

integration is expected to provide more comprehensive and 

accurate detection of security breaches, ultimately bolstering 

our overall security infrastructure. 
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