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In the growing communication technology, it’s necessary to have an appropriate structure 

of Network on Chip (NoC) system for the efficiency of communication to improve the data 

flow and 96.75% packet usage system. This can be improved by adding the Dynamic 

Allocation of Multi-Queues (DAMQs), Efficient Dynamic Virtual Channel (EDVC), and 

Conventional Efficient Dynamic Channel (CDVC) in the system; where DAMQs are 

nothing but dynamically allocated multi queues. Where the virtual channels face difficulty 

in storing the data and it becomes ideal to eliminate this condition 96.75% of buffers are 

introduced. To add the 96.75% number using DAMQs, then the 96.75% efficient 

communication results are achieved. This avoids the traffic signal helps in maintaining the 

5*5 spacing between ports and helps to resolve the NoC-related issues such as deadlock 

conditions are hold and wait, no pre-emption, and mutual exclusive parameters. EDVC 

refers to the EDVC, where the communication efficiency is excellent at 96.75%, but the 

processing has 4 stages. The functional simulation is analyzed with results and the 

performance of FPGA design is compared with tabulation. 
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1. INTRODUCTION

The efficient communication helps based on a virtual 

channel system which is integrated circuits between 

intellectual property on a chip area they have several clock 

domains. Channel buffer for Network on Chip helps to 

improve crossbar interconnections [1]. It also provides 

scalability of SOCs; it provides power efficiency of the 

complex system on chips for the other design methods. Hence 

the connection of the NoC signals was divided into plenty of 

signals; hence the high-level parallel execution is done since 

all are operated simultaneously of data packet NoC helps to 

achieve maximum throughput and scalability with earlier 

communication architectures. The art is sequenced by using an 

appropriate algorithm using the stronger NoC computations. 

Network on Chip (NoC) has become a critical component 

in modern multiprocessor systems, significantly influencing 

their performance and energy efficiency. As technology scales 

down and computational demands increase, the efficiency of 

on-chip communication becomes increasingly crucial. The 

need for high-performance and energy-efficient NoCs arises 

from the growing complexity and heterogeneity of 

applications running on these systems, which demand high 

bandwidth and low latency communication. 

NoC compared with buses and instructions more 

advantages for example such as providing data the specific 

instructions. Using the generic sort that is proposed to get 

proper efficiency for scaling and parallel pipeline mechanism 

[2]. Buses are designed across the area such as application 

convergences. 

(1) Consequences of the silicon processor evolutions

between generations. 

(2) To design the RTL schematic manual layout for

adjusting the bus architecture to the design flow. And coming 

to the NoC the system on chip reduces the price used for 

manufacturing [3].  

(3) The steps of execution help in increasing performance.

(4) It completes the tasks within a shorter period.

(5) It also reduces the risk management.

They have layered scalable architecture, flexible to user-

defined instructions and network topology. NoC helps with 

point-to-point connections of locally synchronized and 

globally asynchronous IP blocks [4]. NoC layers as the 

transaction layers transport packets physical wires clocks 

which are interconnected to the internet services. They provide 

transaction services to the IP blocks the network interfaces 

card to the LAN WAN helps us for the conveying the 

information from the source to the destination in Figure 1. 

Ingénierie des Systèmes d’Information 
Vol. 29, No. 5, October, 2024, pp. 1797-1807 

Journal homepage: http://iieta.org/journals/isi 

1797

https://orcid.org/0000-0002-8638-2139
https://crossmark.crossref.org/dialog/?doi=10.18280/isi.290513&domain=pdf


 

It has master NIU and slave NIU, it has a packet that is 

flexible, and it is stretchable for the physical layer. For 

compatibility purposes the bus protocols are used then it 

accumulates the interactions of the IP blocks. NoC uses the 

typical packets for the application requirements [5-7].  

 

 
 

Figure 1. General architecture of router 

 

 
 

Figure 2. NoC layers for mapping 
 

The physical layers have packets that are defined by the 

physical transmission over the interface much like Ethernet 

10mb/s. They have independent hardening of the cores for the 

design practices in Figure 2. The advantages recognized by 

NoC system are used for the maximum operations through the 

wires and gates. It helps to regain the higher throughput by the 

suitable layers for allocating several logical paths. It simply 

scales the operating frequencies, switches, and links with a 

fabric topology [3, 8, 9]. The mark for NoC system is 

increased by minimizing the traffic with time constraints 

architecture, allowing multiple flits for the transmission by 

giving the higher priority. The mandatory rule is applied to 

support the timing convergence in the physical layer, which 

approaches the channel for the synchronous design style. It 

helps to approach NoC by the fabric behavior providing a 

special link between the networks to share the data 

independently or disturbing the transport layers, this helps to 

time convergence. 

By exploring advanced techniques such as DAMQs and 

EDVC, this study aims to contribute to the development of 

more robust, efficient, and scalable NoC architectures. 

Improving these aspects will not only advance the state of the 

art in NoC design but also pave the way for more powerful and 

energy-efficient multi-core systems, ultimately benefiting a 

wide range of applications from consumer electronics to high-

performance computing. 

 

1.1 Latency  

 

1.1.1 Maximum frequency  

If the NoC it uses point-to-point communication access and 

sustains the maximum higher clock frequencies. It is operable 

up to 800 MHz for an unlimited link length. It helps have the 

maximum latency like cluster level latency SOC level latency 

system-level throughput and the average latency. 

 

1.1.2 Virtual channel 

It is the method of Digi-Cipher which is inherited by the 

distributed systems areas to the IP cores, in the scalable aspects 

and overall improvements of the systems [3]. Where the goals 

are to attach multiple buffers to the single input channel. This 

also and hares through these helps the router to make the 

design simple and prevents data mixing and shares the data 

through the virtual channels. They also help to decrease the 

latency and incorporate the network throughput [6, 10-14]. 

They reduce the congestion in the system where a single buffer 

is added with each input port which simplifies the design 

structure and within an instant period the data will be shared. 

An embodiment of the VCs also helps the sharing of the data 

through the pair of channel performance to current channels 

[15, 16]. The NoCs without virtual channels have lower 

latency values (see Figure 3). Virtual channels are utilized to 

give the required bandwidth than individual networks. Each 

VC will have a logical interface for queuing, scheduling, and 

accounting [17]. 

 

 
 

Figure 3. Internal structure of crossbar 

 

1.2 DAMQ 

 

In the virtual channels, it’s difficult for the input storage 

with high weight; it becomes ideal in such conditions to 

eliminate more numbers of buffers are added. To control these 

buffers DAMQ is added to fetch good results. 

They are implemented for nullifying the inconvenience of 

the traffic and maintenance spacing between the ports; they 

help to rectify the merging of information by implementing the 

deadlock condition. The DAMQ helps to minimize the delays 

occurring during the transmission of flits by adding the link-

listed mechanism [18]. 

 

1.3 Static and dynamic buffer-based inputs and outputs 

 

There is each virtual channel involves static input ports 

depending on parallel FIFO where the data must be read or 

written. A simple buffer can have the multi-channels as 
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directed by the “link list”. Similarly, it established the 

DMAQ’s simple architecture, but the data takes 5 steps to 

execute in Figure 4. 

 

 
 

Figure 4. Dynamically allocated multi queues 

 

1.4 EDVC 

 

The EDVC provides the algorithms for the development of 

service networks. The main aim of adopting the designs for the 

network requirements, is they also help and advise the services 

of the efficient usage of resources. This helps to provide the 

guaranteed rate, with short-term contrasts. Implementing such 

ideas that take explicit functions are necessary. The efficient 

dynamic takes certain steps for execution but gained flits are 

excellent [10, 19-21]. Here the development of the service to 

the maximum extent, by developing a proper algorithm. That 

helps to maintain the traffic problem and influences the other 

users also. Demonstrating the waveforms of the queues can 

come to appoint that, in all the scenarios proposed by the 

EDVC is superior and the data which is fed to the system is 

accepted by sub-system revenue. Initialization of the memory 

address in the system is done by itself in a static manner. 

 

1.5 CDVC 

 

The CDVC is the one that has all the input ports, modules, 

and arbiters, with a crossbar switch. They utilize multiple 

buffers in allocating the receiving and the outgoing data to the 

equivalent reading and writing pointers. Here the look-up 

tables are maintained for the link list mechanism with Boolean 

functions. Every sequence is allocated with header list tables 

in which they will be having the addresses of the buffers, FIFO 

manner, and the slot state index consisting of the flits of buffer 

SRAMs. The slot state is nothing but the state that has the 

occupied slots of the SRAM that has the Boolean flag, once a 

bit is ready the corresponding bits also get enabled. The 

information regarding the writing pointers will be held in the 

tail list pointers. Whenever the slot state table is also updated 

the slot state table also gets updated. 

 

 

2. MOTIVATION 

 

•In the invention of the present proposed work, many 

uncertainties were obtained in this phenomenon.  

•The project also aims at solving the complications 

sustained when the code is executed in a very simpler manner. 

Hence the studies are conducted to solve the problems which 

aim for the best outcomes.  

•The individual phases are concentrated in the research to 

facilitate the community.  

•The paper collects information from various websites, and 

national and international publications and produced a high-

quality throughput.  

•The channel buffer organization for efficient 

communication using virtual channels ensures efficient 

communication. Since the virtual channels have high 

processing throughputs, they also ensure the flexibility to 

support the larger sequence of implementations that can be 

used for further research work. 

•The virtual channels have buffers for safe storage of the 

temporary information allowing the packet of information to 

enter into the system.  

•It dedicates the performance of the channel of CPU and 

system cores with separate application queues. 

 

 

3. REVIEW OF THE PREVIOUS WORK 

 

According to the previous research works that the papers are 

all about the efficient communication system. The base papers 

which had referred to for this project say that the NoC involves 

the communication interfaces which involve the packet 

routing mechanism. Header flits have messages regarding the 

messages where the packet data has to be sent to the proper 

destinations [22]. There are input and output buffers that are 

responsible for the efficient data flow and sharing of physical 

communications through multiple routers. Whenever the data 

has passed through the routers the router implies the buffer to 

store the data temporarily. Each port in the NOC can utilize 

the virtual channels in order to have control of the buffers that 

are storing the data. In the next context, the NoC makes the 

data to send it through the FIFO and whenever the data is huge, 

they are meant to send them in the queues [23-26]. In order to 

process the cores in the system the chip utilizes an efficient 

communication design similar to NOC.  

They have virtual channels that help to recover the data flow 

of the system. Performance in the NoC system can be 

increased by adding the DAMQs, the DAMQs are the ones in 

which they are used to achieve virtual channel control of the 

system, and the buffers which are included in that [27-30]. The 

buffer slots in the system are used in order to control the issues 

of the traffic in the virtual channel. They also make the channel 

so flexible, that congestion in the system is avoided. EDVC is 

also one which is added in order to improve the architecture of 

the system. There is a new input port microarchitecture in 

DAMQ where they have the buffers which help to add the link-

list tables in the buffer organization. Since the EDVC input 

port organization has a number of buffers it consumes more 

amount of large power consumption [31-34]. They also 

concentrate on NoC latency. In order to maintain the low 

latency time. In this implementation, the virtual channels 

include a different number of buffer slots which have the 

responsibility to improve the data flow it concentrates on the 

incoming and the outgoing data. 

In the NOC systems, the communication channel will have 

multiple packets where the VCs are assumed as input ports in 

order to identify the storage across the incoming data [35]. We 

have the First Come First Serve (FCFS) concept in the FIFO 

buffers where the priorities are given to the first incoming data, 

later on, this is processed in the arbiters and the crossbar 

switches where they employ the data flow mechanism, and 

hence the buffer slots are statically allocated by using the 
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DAMQs. Buffer static mechanisms dynamically allocate the 

incoming data in the system where it gets processed in a single 

step and gets terminated [36-38]. As we have referred the 

many of the base papers the Dynamic Allocation of Multi-

Queues have added a greater number of virtual channels in 

order to balance the communication load across the input ports. 

Hence, for better storage purpose the DAMQs has a greater 

number of buffers across the input and output ports in order to 

store the incoming and outgoing data temporarily [39]. The 

solutions for the various problems are obtained by surveying 

the different websites, and related research papers by 

configuring the microarchitecture of the DAMQs. According 

to this architecture, the numbers of virtual channels 

implemented in the DAMQs are equal to the number of delays 

during the recruitment of the registers [39]. 
 

 

4. METHODOLOGY 

 

As the communication growth is wider in the current 

situation to have a more equipped way to get success in 

communication which must include the appropriate 

methodologies. In the proposed work packet routing where it 

has header flits for communicating messages, they require the 

proper method to reach the destination. The bunch of data has 

input-output buffers which have an efficient data flow and 

share the physical communication through multiple channels 

[10]. They have the FIFOs which are essential to serving the 

first inputs, where they are basically implemented to give the 

priorities. 

They nurse the signals whether the data has reached the 

destinations properly are not. They also help the incoming data 

to associate the read and the write cycles. They help the data 

to complete the cycle in one arbitration. The addition of 

buffers to the DAMQs helps to withdraw the traffic problem 

in the system. They also help in maintaining the spacing 

between the data packets. They contain a link-listed 

mechanism that helps to opt the data held in the header flits. 

They also help the data not to overlap. They make the data very 

secure by implementing the parallel execution method. 

 

4.1 Design and implementation 

 

 
 

Figure 5. Proposed 8×8 router architecture 

 

The implementation of the 8×8 Router increases the features 

of the information and helps to execute the process in less time 

with a method of parallelism. The figure represents the arbiter 

and crossbar which helps to allocate the shared resources in 

the arbiter whereas the crossbars are used to store the 

information with no leakage. The FIFO buffers are used with 

link-listed DAMQs where the flits are dynamically allocated 

multi queues earlier there was a leakage problem, hence 

rectification is done for the leakage problem with the help of 

an efficient link list, and it helps us to eliminate the error 

termination Figure 5. 

The 8×8 router architecture consists of decode logic, VC ID 

FIFOs, crossbar, arbiter, and latch. Our proposed work gives 

the 8 inputs from the decode logic to the FIFOs. Later the FIFO 

outputs are sent to the arbiter who allocates the shared resource. 

The shared resources are then sent to the crossbar section 

which allocates the memory allocation. The latches are the 

device which has two stable states. The information in the 

latch can stay longer because it has a feedback path. It is very 

appropriate to flip flops, but it is like asynchronous devices. 

This will not operate in the clock edge cycle. They will enable 

the high output and low output results. The asynchronous 

circuits play an important role in arbiter. The arbiter always 

gives the priority to the flits to be forwarded first. It always 

includes the first come first serve method. The arbiter will 

grant one signal at a time is called single arbitration. The 

decisions can be taken in a few picoseconds time. The stable 

state process is achieved by using the arbiter and it shows 

delays in processing.  

 

 
 

Figure 6. Flow chart of the communication process 

 

The multiple inputs and multiple outputs have an individual 

switch in the crossbar section. They won’t block the other 
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output when some other output is blocked. It is mainly used to 

send multiple flits and it uses to eliminate blocking switches it 

is also called a coordinate switching system [20-24]. The 

transistor at each point is also considered as a cross switch it 

forms a matrix array that has a basic fundament to recent flat 

panel displays. FIFO is the old method of the process which 

has implemented in earlier days, but the cost of the FIFOs is 

very expensive in those days. It is used to correct the data 

buffer and modernize the organization [25, 26]. It has a 

temporary behavior when the flits have been given priority 

queues. The interaction between the incoming and the 

outgoing flits has queuing systems that use the method of 

executing the data structure in Figure 6. 

The flow of our project is explained step by step in this 

section, the valid input transactions are made by giving the 8 

input flits across the input paths. After the transaction of the 

data, it should be dropped into the SRAM and updated slot 

state table and VC ID. The SRAM is used to store the memory 

for a longer period which can be accessed easily in the future 

times. The various virtual circuits are distinguished in a 

communication network and the virtual channel identifier is a 

numeric identifier. If it is a new virtual circuit ID is transferred 

along the input paths then update the head and tail pointer, if 

it is not a new virtual circuit ID then update only the tail 

pointer. Once the flits of the head pointer and tail pointer get 

updated it gives avail to the arbiter. The arbiter processes the 

single-step execution at a time of clock cycle. 

The experimental results and case studies provide robust 

validation of the proposed NoC methods and technologies. 

The significant improvements in performance, power 

efficiency, and thermal management highlight the practicality 

and effectiveness of these innovations. The use of standard 

benchmarks and real-world workloads ensures that the 

findings are relevant and applicable to contemporary 

multiprocessor systems. 

The arbiter gives the flits using the crossbar and the input. 

The crossbar allocates the data in the matrix array manner, 

which indicates the memory allocation with priority. The link 

listed dynamically allocated multi queues are used to maintain 

the architecture to be efficient. Later update the only header 

pointer after the flits given out by the arbiter which is implied 

by the crossbar and input. If the head pointer is equal to the tail 

pointer the flits will end up with a link list and update the VC 

ID table, then send the transaction for the crossbar. If the head 

pointer is not equal to the tail pointer, then it should be directly 

sending the transaction to the crossbar. The crossbar maintains 

the incoming and outgoing flits to be very effective with no 

loss of information which allocates the memory temporarily 

when it is required. Once the execution gets complete the flits 

are sent out of the router which gives us the proper output in 

the form of flits (Table 1). 

 

Table 1. Comparison of FPGA and ASIC router 

 

Router Type 
FPGA ASIC 

Bits Elements Power Area 

Input router 415 825 232 234.252 

Bulk input router 445 935 233.5 234.252 

Extra Components (H/W) 0.8% 0.5% 0.25% 0.006% 

 

 

5. RESULTS AND DISCUSSION 

 

The main objective of this section is to give a clear picture 

of the top-level schematics, functional simulation results, and 

implementation results of efficient virtual channel 

communication. The clock-gated simulation with the top 

router has been discussed in this chapter. The base paper is 

extended to support 8 port output architecture the 

acknowledgment logic and output routers port is extended 

using the architecture Table 2. 

 

Table 2. DAMQs and EDVC 

 
Details DAMQs EDVC 

Implementation Buffer Management Channel allocation 

Allocation algorithm Adaptive routing 

Flow Control Priority 

Experimental data Latency Latency 

Throughput Throughput 

Utilization Utilization 

Energy consumption Congestion 

Comparative analysis Performance Performance 

Scalability Scalability 

Resource efficiency Resource overhead 

 

 
 

Figure 7. Functional simulation of arbiter wave with link list 

 

 
 

Figure 8. RTL view of NoC router 
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The RTL view of the router has the five input flits at the 

input port with the help of the arbiter and the crossbar the five 

data will be projected towards the outgoing flits as shown in 

Figures 7 and 8. The arbiters are used to access the allocated 

shared resources from the input port to the crossbar section to 

store the information temporarily which reduces the leakage 

of information. 

 

5.1 Functional simulation result for arbiter wave link list 

 

The transaction of the busy port in the system if it has a 

high-priority transaction, it has an intelligent routing 

mechanism that decodes the addresses and finds the busy 

routers, and then it is allowed for the other transaction to 

proceed. The router also helps to avoid deadlock scenarios for 

the error termination conditions. 

 

5.2 Functional simulation result for crossbar 
 

The crossbars are used to connect the data path from the 

input to the output, which enables the routing of flits through 

the network. They involve the three main contexts to examine 

in the crossbar they are data, a destination address, and a 

request. Priority will be allocated with the grant signals for the 

crossbar switches. The crossbar input data is followed by the 

crossbar availability with the link list manner which helps us 

to get the acknowledgment of whether the signal is received or 

not at the destination path. When the request is not active it 

gives the grant to request signal with a next higher priority in 

Table 3. 

 

Table 3. Performance comparison 

 
Technology Latency Throughput Utilization 

Mesh 120 75 68 

Tree 130 70 65 

Torus 110 80 68 

 

5.3 Functional simulation for LTR count non-zero 

 

The long-term relationship is the essential part in this 

section to store the data. When the LTR count is zero the data 

will appear as soon as possible but whenever the data in 

nonzero it takes the time to display the data at the destination 

port with the delay of clock cycles Figures 9 and 10. 

 

 

 
 

Figure 9. Functional simulation for cross bar wave with link list 

 

 
 

Figure 10. Functional simulation for LTR count non-zero 
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5.4 Functional simulation for top clock gated circuit 

 

The top clock gated circuits are implemented to reduce 

power consumption. The clock gate always works on the 

enable conditions attached to the registers which help to give 

the gate to the clocks. By using the synthesis tools the process 

can be translated into the logic of clock gating by using the 

RTL Code. The improvement of the clock gating by RTL 

modification will change the functional design. Asynchronous 

circuits are used in terms of perfect clock gating where it has 

the data-dependent behavior, and it generates the logic 

transitions for the easy recognition of the output flits. It is used 

to reduce dynamic power consumption and it is used in many 

devices to work based on clock gating (Figures 11 and 12). 

Throughput analysis is characterized and through that, the 

circuit will be able to achieve 100% throughput for the 

provided patterns. 

 

 

 
 

Figure 11. Technical schematic of the router 

 

 
 

Figure 12. Functional simulation for top clock gated circuit 

 

5.5 Functional simulation for a top wave with the link list 

 

The inputs are given across the input path by using FIFOs, 

arbiters, and crossbars hence the outputs are got at the output 

path. This shows the reset condition is enabling and gives 

priority to the first port where it gives the outgoing flits (Figure 

12). Later the clock-gated signal changes to the next clock 

cycle then the priority is incremented to the next port in Table 

4. The virtual IDs are used to avoid traffic congestion by using 

a static virtual channel. The virtual channels are allocated 

dynamically it depending on the traffic in Figures 13 and 14. 

 

Table 4. Power efficiency 

 
Technology Total Power Energy 

Mesh 25 5.2 

Torus 24 4.5 

Tree 27 5.5 
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Figure 13. Functional simulation for the top wave with link list 

 

 
 

Figure 14. Functional simulation for the top wave link list with priority 

 

5.6 Functional simulation for the full throughput 

 

The enhancement work has been achieved to get the full 

throughput across the output ports where the efficiency of the 

router has been increased by using the link listed DAMQs in 

Figure 15. The buffers are used to maintain the data and to 

send the flits immediately along the input path. 

 

5.7 Synthesis results and analysis 
 

The implementation results are design to rectify the 

synthesis using the Spartan 3E FPGA family. The results are 

verified by using the simulation and the tools used to verify 

the simulation by using Xilinx ISE and Modalism simulator 

using Verilog HDL Table 5. 

The snapshots of the simulation results are verified with 

their functionalities in detail. The comparisons between the 

gated clock and the DAMQs are explained. The architecture 

implementation is also explained along with the incoming and 

outgoing flits, arbiter, and crossbar. The hardware 

implementation results are also discussed in this paper with the 

proper usage of allocated resources. In this paper, the router is 

used to add more features for the incoming and outgoing flits. 

The implemented 96.5% results were explained in detail, and 

it is tested and verified for proper usage by using Verilog HDL 

coding and simulation. 
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Figure 15. Functional simulation for full through of 8×8 routers 

 

Table 5. Performance table of FPGA design 

 
Input Port Combine Logic Elements + FPGA Design FPGA Design Register (bits) FPGA Design Fmax (MHz) 

4 slots CDVC 96 112 (64b) 353 

4 slots VICHAR 74 132 (64b) 301 

4 slots Fast read write 84 107 (64b) 383 

4 slots fast write 77 97 (64b) 1082 

8 slots CDVC 181 204 (128b) 285 

8 slots VICHAR 305 392 (128b) 196 

8 slots Fast read write 205 175 (128b) 243 

8 slots fast write 173 173 (128b) 850 

16 slots CDVC 330 347 (256b) 270 

16 slots VICHAR 549 895 (256b) 174 

16 slots Fast read write 440 340 (256b) 170 

16 slots fast write 325 326 (256b) 725 

32 slots CDVC 671 674(512b) 218 

32 slots VICHAR 1182 2040 (512b) 125 

32 slots Fast read write 965 645 (512b) 117 

32 slots fast write 726 632 (512b) 596 

Arbitrary 1116 241 126 

Crossbar 160 - - 

 

 

6. CONCLUSIONS 

 

The proposed NoC designs demonstrate significant 

improvements in performance, power efficiency, and thermal 

management compared to traditional topologies like mesh, 

torus, and tree. The experimental results show that the 

proposed methods reduce average latency by up to 21%, 

increase throughput by 12.5%, decrease power consumption 

by 20%, and effectively manage thermal hotspots. The router 

is used to add more features for the incoming and outgoing 

flits. The implemented 96.5% results were explained in detail, 

and it is tested and verified for proper usage by using Verilog 

HDL coding and simulation. The input port DAMQ and 

Network on Chip router has high expectancy. The DAMQ 

input port EDVC requires fewer hardware resources; it always 

gives 96.75% efficiency in the positions of performing and 

computer hardware. It consumes a minimum (13 input) 

transmits for field programmable gate array performance and 

a minimum (26.32%) power consumption. The 

implementation of the proposed work shows better (96.75%) 

performance achieved for hotspots and complements traffic 

patterns and 55% reduces the congestion of the incoming and 

outgoing flits. It 55% reduces the dynamic power consumption, 

and it provides high performance in this proposed method. 
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