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A useful tool for non-linear multivariable modelling is the Artificial Neural Network 

(ANN). Cost-effectiveness has been demonstrated for the use of ANN. Typically, the 

neural network is trained using the back propagation (BP) algorithm. Even while this 

technique is particularly successful at training a wide variety of networks, it suffers 

from slow convergence and easy trapping in local minima. Regression tree models 

(M5P) were used to suggest the adjustment of neural networks utilizing particle swarm 

optimization (PSO) as a technique for predicting building costs due to the potential of 

multiscale modelling and prediction using the incorporated relevant parameters 

affecting the building cost. The three models were assessed using a variety of metrics, 

including Mean Square Error (MSE), absolute error, and Pearson's correlation as an 

accuracy criterion. The MSE was also employed as a parameter to determine the ideal 

number of neurons for the hidden layer. The results indicate that the PSO model 

outperforms the other two techniques. The study also concluded that the PSO model 

can accurately predict the costs of construction projects when considering specified 

project activities and price indices. A combination of project features and an automated 

modelling mechanism has the potential to provide a reliable prediction result. 
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1. INTRODUCTION

To prepare estimates of various construction activities and 

for various purposes, the cost estimating methods have been 

developed. Many standard and techniques for cost estimating 

are readily available as listed by Ali and Abd [1]. On the same 

approach, Akintoye and Fitzgerald [2] in their research stated 

that the standard estimating procedure was the main technique 

used by construction organizations, rather than the comparison 

to similar projects based on documented information, and 

personal experience. The Rapid technology changes in 

construction were contributed in processes’ management 

complication of the traditional construction projects [3]. These 

changes supported by the information technology (IT) may be 

forced the change in engineering professions toward develops 

the management skills and support it with a specific tools of 

IT. This common method may be like the traditional 

estimation, in which the construction elements costs, including 

labor, materials, and sub-contractor are founded considering 

the addition of allowance for profit, overhead, and risk. 

Sometimes, Methods of estimation that are conventional or 

traditional frequently fall short of the realities of the present 

day, which include aspects of uncertainty. Many researchers 

mentioned that construction estimation is tedious and time 

consuming activity. To enhance the estimation process quality, 

it is necessary to use an assembly pricing approach as pricing 

module, pricing system, rapid pricing or aggregate pricing [4-

6]. 

It is complicated to adopt a standard or systematic process 

by which the estimated cost procedure for construction 

activities can be improved, due to several factors such as the 

great diversity in construction industry, types of projects, 

utilized methods, contractors, suppliers and others [7, 8]. 

Abd and Abd [9] investigated and developed an estimating 

process rather than the practice of cost estimating, by 

observing artificial intelligent techniques to simulate and 

optimize the priced selected items from bills of quantities and 

the variability associated with the outcomes over a specific 

time interval. uncertainty. Although a lot of study has been 

done on contractors' cost estimate procedures for building 

projects, relatively little of it has taken time effects into 

account when calculating costs for important construction 

tasks. 

The analysis of existing cost estimate practices for school 

construction projects is reported in this paper, which also 

provides a foundation for future research into the creation of a 

cost estimating model or technique to enhance the forecasting 

of the productivity of specialized resources. 

2. LITERATURE REVIEW

2.1 Educational building requirements 

As stated by different standards, basic and secondary 

educational buildings projects must be constructed in single 
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compatible building unit and should not exceed three units 

consisting of classes and other facilities rooms. In term of 

school size or capacity, it must have at least six, nine, twelve 

eighteen, or twenty-four classrooms, obviously with 

multipurpose labs, and administration office. The classrooms 

represent the main construction part compared with other 

facilities in term of the construction area and construction cost, 

this fact was true for school building and thus, this factor will 

be considered the key one of construction estimation [10]. 

Traditionally, most of educational buildings include the 

three basic labs (biology, physics, and chemistry). All 

classrooms and educational spaces should follow the 

international standards in size and student area when 

considered for primary and final design phases. Some schools 

have an auditorium or stadium for general purposes. Different 

standards determine the requirements of the new educational 

facilities as stated below [10, 11]: 

• Suitable entrance width of should not be less than 2.5m if 

the unique-side classrooms and 3.5m if it's situated from dual-

side classroom building.  

• Educational building needs to be characterized with 

simplified design for ease movement can be supervised the 

entrances and exits of student comfortably.  

• Activity classrooms planned and designed for good view 

for all students.  

• Accommodations for students should be provided such as 

toilets, shops, drinking water fountains, and others.  

• Availability of parking area for cars and buses.  

• Each student must have a minimum of 2.0 m2 usable space 

as building area according to the international standards.  

For the purpose of estimation, construction activities as 

(building area, concrete work, wall construction, and other) 

can be a reference for the three key elements in the school 

building requirement (classroom number, administrative area, 

and different facilities area) and will be considered in this 

work. 

 

2.2 The definition of building cost 

 

The definition of construction cost is diverse for 

stakeholders and depends on the scope of the intended cost. It 

may include direct, indirect costs, contractor profit, short-term 

or long-term maintenance, and others depending on the 

opinion of the party concerned with the construction project. 

The stakeholders in building construction projects; the client, 

engineer, contractor, end user and community are all together 

affected by the cost of building in many ways, due to their aims 

and expectations related to the building projects. Usually, in 

studies of cost control and cost estimation, the direct cost of 

each project is highlighted because it is typically relatively 

high compared to indirect cost throughout the construction 

projects [12]. 

For the purpose of investment decisions in building projects, 

the owners started with the evaluation of the contractor’s bids, 

assess the tender price for each contractor, cost control during 

the project phases, in order to achieve an accurate estimation 

of the cost. The cost has long been considered as a scale to the 

performance of a building. Thus, for appraising building 

design, it is essential to utilize an appropriate cost estimation 

model [11, 12]. To use any cost model, the first step is to 

collect the required key data. Then, classify and analyze these 

data that must be updated. During the modelling process, 

quality of data and its level that convenience of the selected 

model is to be evaluated. When updatable data are acquired 

during model application, they must be appended to the initial 

data set [9, 13, 14]. 

 

2.3 Computer-aided cost estimation systems 

 

Continuous development in the technologies of information 

and communications have speed up the performance, accuracy 

and productivity of construction cost estimation process and 

made the following jobs very simple [13]: 

1. Produce and organize an electronic (digital) bill-of-

quantities (BoQ); 

2. Establishing the computer-aided cost databases; 

3. Setting up systems and software for computer-aided cost 

estimation. 

Moreover, three categories can be used to classify 

computer-aided cost models for construction cost estimation: 

Firstly, the computer aided systems used in initial stage of 

construction project to develop the design using a specific 

software as STAAD, ETAB or others, and for the process of 

construction documentation using MS-Project or Primavera or 

others. 

The second utilize the parametric systems that investigates 

the relationship between the design variables and cost of 

building activities to model them numerically via statistical 

analysis given each variable some ratios or weight of effect. 

This can be found in the advance building information 

modelling BIM application using Revit or Archicad or other 

software. 

The third technique is those considering the advantage of 

high developments in the artificial intelligence domain and 

knowledge based approach. There are many platforms to apply 

AI approaches such as machine learning, open source deep 

learning, or AI Collaborative Design Assistance.  

Many approaches take the benefits of neural network, fuzzy 

logic, and revolutionary algorithms to simulate and model the 

construction cost estimation. For the purpose of this research, 

neural network will be considered to implement the cost 

estimation using the key factors in the building projects. The 

data sets collected from the BoQs of constructed projects, use 

to define the cost resource databases beside the reporting 

facilities to build up the cost estimation systems [14, 15]. 

 

2.4 Cost estimation under uncertainty 

 

The Uncertainty can be defined as the lack of information 

needed to the decision that should to be taken at a specific 

time. Uncertainty occurs when the absence of full knowledge 

or difficulties in understanding a particular situation. It is 

associated with the risk and interchangeably used by many 

researchers. Even both of them related to the current 

knowledge used for future events, but risk unlike uncertainty, 

characterized with the possibility to be predicted and estimated 

the outcomes [16, 17]. 

Uncertainty affecting the estimation process of construction 

project cost depending on the stage of project life cycle. Both 

of the impacts (favourable or adverse) should to be considered 

in an uncertainty analysis to be comprehensive. Some of these 

impacts may be categorized as time and cost variability for 

actions that produced estimating uncertainty. The uncertainty 

sometime attributed to individual stochastic occurrences or the 

effect of many estimation elements in the same direction 

concurrently). Uncertainty analysis process needs to consider 

all these aspects and their interactions [17, 18].  
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3. METHODOLOGY AND RESEARCH FRAMEWORK 
 

3.1 M5P model tree algorithm 

 

M5P modelling algorithm is the developed version for the 

M5 algorithm, it was primarily created in a way that allows 

model trees to solve problems efficiently even when they 

involve enormous data sets with numerous features and high 

dimensions [19].  

The generation process of M5 algorithm starts by dividing 

the input data set into a number of subsets, each of which 

contains data records having similar characteristics. To reduce 

variation in a specific subset, linear regression modelling will 

be used in this step. Sequentially, each information generated 

within the previous step will be used in the creation of new 

several nodes at the current step using a given attribute for 

splitting process. This process of new steps generation will 

build a model tree structure at which, the leaves are at the 

bottom, with the root of the model at the top (refer to Yaseen 

et al. [19]). A mathematical logic (called regression tree) at the 

nodes, that compares a specific value of the basic data set with 

that of splitted value to find the path all the way to a leaf. The 

algorithm can generate knowledge from the tree using this 

technique. 

In the M5P method is algorithm segments available data 

intervals into diverse smaller regions, called subspaces. 

Multivariate linear regression model is developed for each 

subspace. Both linear and tree regression are combined to 

divide data set into numerous categories using linear 

regression. This segregation technique that introduced for each 

node will improve final results. Even the M5P tree model sort 

of complicated instantly, it can be trimmed data down for 

simplicity with no functionality loses. The error at each node 

for the linear regression is computed starting from the bottom 

to the top of the tree, at any specific node, the sub-tree is 

trimmed until its error becomes less than the model held by the 

node itself. Following this transformation, the local 

Multivariate linear regression models in each individual 

subspace are restructured to enhance their predictive 

capabilities and overall accuracy for the targeted results [20, 

21]. 

In this study, the collected data sets (data records for 

implemented 21 projects) are gathered by the researcher were 

used to develop a model for predicting the construction cost. 

these data records, were belong to the school’s buildings 

projects. These projects were constructed within the interval 

of 2007 to 2013, no records were collected for the interval 

2014 to 2018 because of the war and risky environment in Iraq. 

 

3.2 Artificial neural network and PSO 

 

Artificial neural network (ANN) amongst others was the 

most common revolutionary techniques have been used in the 

construction project management. Many researchers introduce 

the implementation of ANN and its benefits for the civil 

engineering field. They support numerous ideas that advocate 

using this strategy as a productive way to address various 

difficulties in the building sector. ANN also was incorporated 

as an early estimation technique in construction of road and 

tunnel. ANN method was used for costs estimating for the 

seismic retrofit construction through introducing ANN as an 

assessment tool [22, 23].  

In fact, particle swarm optimization (PSO) algorithm is 

adopted in this work according to the characteristics of this 

technique in solving such problems. Moreover, characteristics 

of the case study encourage to adopt PSO for more 

investigation to obtain the suitable technique compared with 

traditional back propagation neural network. Sufficient 

amount of the data during the time interval of the study and 

the suitable inter-relationships among various principal 

parameters have been utilized to determine the precise 

outcomes of construction cost [24]. 

PSO is the common method to optimize the continuous 

nonlinear based problems. Its key approach is that basic 

solutions are moved through hyperspace to be accelerated 

towards the best or more optimum solutions. The 

implementation of this technique using simple codes of 

evolutionary programming and like genetic algorithms to 

reach the final solution. As in evolutionary computation 

systems, the fitness concept employed and suggested solution 

to the problem are termed particles, each one adjusts the flying 

path based on the solution experiences of both itself and its 

companions. These particles or sub-models keeps track of their 

coordinates in the space associated with its previous best 

fitness solution. Moreover, each particle considers the 

counterpart corresponding to the whole system best value 

acquired of any other particles in the population. Presentation 

of overall particles vectors are taken, so, most optimization 

problems are convenient for such variable presentations [23, 

25, 26].  

The adopted ANN and PSO approach provide a flexible and 

time-efficient prediction tool to optimize the estimation cost 

process. Particle swarm optimization (PSO) was proved as an 

effective optimization tool in problem solving with highly 

constrained nonlinear problems. This algorithm mainly based 

on the cooperative behaviour for species like bird swarm. Each 

particle position (data point) in problem space gives the 

potential solutions for it. These particles update their locations 

relative to their own best positions and the local position for 

the swarm to improve it at each generation reaching to the best 

solution. This technique suitable for cost estimation as it has 

many advantages compared to other techniques, such as; to 

start the iteration process this algorithm does not depend on 

the initial solution, the parameters may be as fewer number as 

required for adjustment, minimum computing time with high 

flexibility in combining process compared with other 

techniques. Because of the ease implementation of PSO with 

effective searching speed, this algorithm has been widely used 

to solve various engineering problems. These three 

revolutionary techniques have been used to investigate the best 

modelling technique to solve the estimation of construction 

project cost. 

 

 

4. RESULTS AND DISCUSSION 

 

4.1 Data classification 

 

Collected data from 21 construction projects was studied 

and analysed to investigate the most important element in the 

estimation of project cost. A number of 36 elements were 

investigated which include the quantities and price of 

seventeen construction activities beside the project total cost 

and the year of construction as listed in Table 1. 

The develop model to estimate the project cost needs to be 

simple and practical for the end users with minimal number of 

effective activities, so the investigated activities that 

introduced in this work were classified in term of their 
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Pearson's correlation coefficient, a threshold of R-value 

greater than 0.6 was adopted by the authors to exclude the 

items of low correlation. 

 

Table 1. Elements were investigated which include the 

quantities and price of seventeen construction activities 

 

No. 
Var. 

Code 
Item Corr. Coef. 

1 v36 Project price 1 

2 v17 
Quantity of reinforced 

concrete for Slabs 
0.976 

3 v1 
Quantity of excavation for 

foundation 
0.963 

4 v3 
Quantity of reinf. concrete 

for foundation 
0.963 

5 v5 
Quantity of wall (concrete 

blocks) 
0.95 

6 v15 
Quantity of Beams and 

Columns (R. Conc.) 
0.883 

7 v19 Quantity of roofing work 0.809 

8 v13 
Quantity of reinf. concrete 

for cantilevers 
0.768 

9 v7 
Quantity of normal concrete 

for DPC 
0.705 

10 v18 
Price of reinforced concrete 

for Slabs 
0.695 

11 v4 
Price of reinf. concrete for 

foundation 
0.691 

12 v11 

Quantity of wall 

constructed with Clay 

bricks 

0.64 

13 v9 Quantity of Earth filling 0.628 

14 v21 
Quantity of finishing 

(gypsum) 
0.62 

15 v23 Quantity of painting work 0.589 

16 v27 
Quantity of roofing with 

tiles 
0.586 

17 v12 
Price of wall constructed 

with Clay bricks 
0.472 

18 v20 Price of roofing work 0.449 

19 v32 Price of metal windows 0.366 

20 v28 Price of roofing with tiles 0.351 

21 v6 
Price of wall (concrete 

blocks) 
0.34 

22 v22 
Price of finishing with 

gypsum 
0.32 

23 v34 Price of lean concrete 0.315 

24 v10 Price of Earth filling 0.309 

25 v2 
Price of excavation for 

foundation 
0.222 

26 v8 
Price of normal concrete for 

DPC 
0.188 

27 v33 Quantity of lean concrete 0.073 

28 v35 year 0.027 

29 v14 
Price of reinf. concrete for 

cantilevers 
-0.019 

30 v25 Quantity of rendering work -0.088 

31 v26 Price of rendering work -0.103 

32 v31 Quantity of metal windows -0.142 

33 v29 Quantity of metal doors -0.152 

34 v24 Price of painting work -0.274 

35 v30 Price of metal doors -0.394 

36 v16 
Price of Beams and 

Columns (R. Conc.) 
-0.524 

 

The person correlation coefficient (r) was used to determine 

the number of 14 construction activities were selected from a 

set of 36 elements depending as the variables of the highest 

correlation coefficient. Figure 1 shows these variables in radar 

graph for ease presentation relative to their importance. Most 

of the highest rank was for the quantities of activities (12 item), 

and only two items in term of activity price. This reflects the 

big share for the work size compared with the price of 

activities. Amongst the highest fourteen elements the was two 

items in term of price and twelve items of quantities, the reason 

behind that concerned with the degree of fluctuation in 

activities price along the study period, there was little change 

in activities price during the time interval of the considered 

project. So, the main effects were belonged to the quantities 

more than price for the most activities under consideration.  

 

 
 

Figure 1. Relative importance of variables 

 

4.2 Neural network modelling 

 

The network used for this analysis was utilize back-

propagation process with two layers (4, 2 neurons in each 

respectively) with sigmoidal transformation function for the 

hidden layers. Figure 2 shows the pattern configuration for the 

net used. 

 

 
 

Figure 2. Pattern configuration 

 

The use of back- propagation and sigmoidal transformation 

function for the hidden layers was due to its ability that allows 

the network to introduce non-linearity into the model, which 

allows the neural network to learn more complex decision 

boundaries. For the number of layers, it was proved that if the 

data set is less complex and having fewer dimensions or 

features then neural networks with 1 to 2 hidden layers would 

work. If data is having large dimensions or features then to get 

an optimum solution, 3 to 5 hidden layers can be use, the 

researchers Testing many scenarios for the networks, the one 

of two layers of 2 and 4 neurons were found of the best results. 

It is a matter of time, complexity and qualified accuracy, the 

simple, and fast the model the best for end user. 

Some extreme value can occur due to many reasons, such 

as the unique situation of each construction project, the 

weather conditions, the administration, regulations and many 

others, all these parameters can affect the cost performance, 

so, the model difficult to follow up all these effects and thus 

we found some values may be far from the equality line.  

Within the model, the weights are the real values that are 

attached with each input/feature and they convey the 
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importance of that corresponding feature in predicting the final 

output.  

Bias: Bias is used for shifting the activation function 

towards left or right, you can compare this to y-intercept in the 

line equation. 

Table 2 shows the base and weights of each variable within 

the model for both hidden and output layers have been used 

for the purpose of this network.  

 

Table 2. Base and weights of variables within ANN model 

 

Var. 

Input Layers 

Output Layer 
Layer #1 Layer #2 

Neur. 

#1 

Neur. 

#2 

Neur. 

#3 

Neur. 

#4 

Neur. 

#1 

Neur. 

#2 

v0 -1.08 1.254 0.3994 -0.132 1.893 -3.232 -0.265 

v1 1.05 -0.875 -0.072 1.897 -3.506 -0.622 1.38 

v2 1.81 2.525 -0.695 0.193 -1.299 -3.613 0.118 

v3 3.94 -1.163 3.441 -0.349 0.316 -0.034  

v4 -0.25 1.736 2.068 2.892 0.445 1.336  

v5 3.19 -0.362 1.01 1.902    

v6 -0.096 0.965 -0.996 3.853    

v7 2.46 -1.19 1.398 0.2794    

v8 -0.27 3.249 -3.35 1.387    

v9 2.44 0.181 3.369 -0.462    

v10 -1.299 -0.652 -0.389 0.997    

v11 1.437 -1.044 2.496 -0.011    

v12 -0.86 1.219 -1.741 0.502    

v13 1.55 -0.075 4.823 -0.962    

v14 -0.362 -0.099 0.251 1.183    

 
 

Figure 3. The observed cost vs. predicted cost using ANN 

 

 
 

Figure 4. Comparison of observation and predicted cost 

using ANN 
 

Figure 3 presents the correlation between the observed and 

predicted cost. It is reflecting the good prediction even some 

points far from the equality line, but at general it can be 

considered as acceptable prediction tool. Figure 4 shows the 

comparison between both values of observation and predicted 

cost, and Figure 5 presents the range of percent error for the 

model. 

 
 

Figure 5. Errors percent for the predicted cost using ANN 

model 

 

4.3 PSO and ANN modeling 

 

In this section, the artificial neural network (ANN) has been 

trained by particle swarm optimization (PSO). The generalized 

ANN model can be trained for every input attribute with single 

target feature.  

The ANNs have better generalizability, less susceptibility to 

noise and outliers than the regression models. The PSO 

considered as a global optimization technique which has 

advantages over gradient-based algorithms. The PSO may be 

easily applicable for differentiable functions and may not be 

relevant to highly complex problems. The ANN integrated 

with PSO will be advance, and empirical modelling technique. 

The ANN-PSO, can deal with datasets of missing points and 

with nonlinear multi-dimensional dependent and independent 

features. The ANN-PSO characterized with a high learning 

ability and potential information processing to be suitable for 

solving complex and nonlinear problems. The PSO aim to 

evolve, at the same time, the three principal components of an 

ANN: the set of synaptic weights, the connections or 

architecture, and the transfer functions for each neuron. Many 

0

500

1000

1500

2000

2500

3000

3500

0 5 10 15 20 25

C
o

st
 (

m
il

li
o

n
 I

D
)

Cases

Observe

d

-180
-160
-140
-120
-100

-80
-60
-40
-20

0
20
40
60
80

0 3 6 9 12 15 18 21

E
rr

o
r 

%

Cases

2307



 

fitness functions were used to evaluate the fitness of different 

solutions and find the best. These functions are based on the 

mean square error (MSE) and the classification error (CER) 

and avoid overtraining and to reduce the number of 

connections in the ANN and thus, improve the model 

performance and accuracy. 

The suggested training method has been evaluated on the 

dataset being considered. Figure 6 shows the pattern 

recognition of the network, which includes a single hidden 

layer with 5 neurons, and utilize the sigmoidal transformation 

function. Table 3 presents the biases and weights for the hall 

network components. 

 

 
 

Figure 6. Pattern recognition of PSO-ANN network 

 

Table 3. Biases and weights for PSO-ANN model 

 

Var. 
Input Layers (Single Layer) 

Output Layer 
Neuron #1 Neuron #2 Neuron #3 Neuron #4 Neuron #5 

v0 -0.62182 -0.51928 0.390898 -0.0929 -0.00248 -0.62182 

v1 1.5 0.649233 0.335427 -0.1634 0.634266 0.522557 

v2 -1.5 0.713751 -0.16826 0.414538 -0.2492 1.29987 

v3 -1.5 -0.01874 0.199267 0.37834 0.109283 0.158839 

v4 -1.22736 0.367145 -0.40203 -0.38285 -0.33769 -0.67627 

v5 0.477322 -0.54313 0.312497 -0.01552 0.381081 -1.5 

v6 0.559833 -0.10794 -0.64589 -0.07507 -0.33787  

v7 -0.58237 0.649067 -0.34828 0.228431 0.0093  

v8 0.529799 0.374504 -0.58164 0.26833 0.255145  

v9 0.161832 0.561809 -0.49258 0.311399 0.477947  

v10 -0.61039 0.236202 0.490568 -0.33969 0.696578  

v11 -0.30559 -0.64054 0.268787 0.247919 0.065139  

v12 0.073194 0.545078 -0.28555 0.242147 -0.5642  

v13 0.586359 0.556223 0.577022 -0.43241 -0.44948  

v14 0.568407 0.218535 -0.56922 -0.46584 -0.29649  

 
 

Figure 7. The observed cost vs. predicted cost using PSO-

ANN model 

 

 
 

Figure 8. Comparison of observation and predicted cost 

using PSO-ANN model 

 
 

Figure 9. Errors percent for the predicted cost using PSO-

ANN model 

 

This model characterized with high correlation coefficient 

of 99.8 % with smooth distribution of predicted data along the 

equality line as shown in Figure 7. Figure 8 shows the 

comparison between both values of observation and predicted 

cost, and Figure 9 presents the range of percent error for the 

model, it is reflecting an acceptable model with some 

fluctuation along the equality line. This occurs as a result of 

some missing data or reliability of collected data for the cases 

under consideration. 

Overfitting can occur in ANN model due to random error in 

the data or the data set includes numerous highly correlated 

features, the relationships between variables can lead to this 

problem when the model is too complex (as in ANN models). 

In this work, the high correlated data (R > 0.6) introduced to 

simplify the model and make it easy to implement by end users, 

so this high correlated model was expected. 
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4.4 Cost estimation using M5P model 

 

Both techniques, ANN and PSO-ANN were compared with 

the revolutionary method utilized the M5P modelling. This 

technique even it was very simple in modelling and 

application, but it was result in high accuracy and very good 

presentation for the cost estimation. The correlation 

coefficient was 99.97 % for the predicted results. The data was 

distributed uniformly along the equality line as shown in 

Figure 10. Also, in Figure 11, the predicted data were very 

consistent in its behavior compared with the observation. The 

percent error for the predicted cost was in narrow range (-0.05 

to 0.04) as shown in Figure 12. 

 

 
 

Figure 10. The observed cost vs. predicted cost using M5P 

model 

 

 
 

Figure 11. Comparison of observation and predicted cost 

using M5P model 

 

 
 

Figure 12. Errors percent for the predicted cost using M5P 

model 

Table 4. Statistical comparison of the three models 

 
Measures  ANN PSO-ANN M5P 

MSE 1322.225 1202.292 250.549 

MAE 64.301 15.005 11.636 

r 0.983 0.998 0.9997 

 

It is obvious that the results are more closely correlated with 

the line of best fit when the means squared error and absolute 

error are smaller. Depending on the dataset and the 

homogeneity of observations, it might be impossible to obtain 

a mean squared error and absolute error value that is very tiny. 

This is the reason makes the data scattered around the 

regression line, so the high correlation beside the lower range 

of errors necessary to select the best modelling approach. In 

this case, the third model (M5P model) have the best 

performance in modelling the cost prediction for the 

construction projects under consideration. Table 4 summarize 

the mean square error, absolute error and correlation 

coefficient for the three models. 

M5P, a model-tree-based algorithm, presents a promising 

alternative as it combines the simplicity of decision trees with 

the power of linear regression, allowing for a greater 

interpretability without sacrificing predictive performance.  

Limitations of this model: even the M5P model 

demonstrated a high level of accuracy, with a low correlation 

between input dependent features and model error. Overfitting 

problem may be occurring in case of highly correlated input 

variables, as in this research. This is an essential characteristic 

for a power predictive model, as it ensures that the predictions 

process requires the inclusion of more independent variables 

or minor factors to avoid the overfitting problem. Also, dataset 

used for the development and validation of the M5P model 

was limited in size and scope, which may affect the 

generalizability of the results and cause the potential 

overfitting. 

The percent error for the predicted cost was in a narrow 

range (-0.05 to 0.04), this narrow range prove that the M5P 

model is more reliable and accurate than the other models. 

 

 

5. CONCLUSIONS 

 

Developing a cost estimation method based on elements 

related to quantities and price indices. In this work; twelve 

factors related to quantities and two related price indices have 

been investigated. The factors related to the quantity of 

reinforced concrete for Slabs and excavation for foundation 

were of the most correlation to the project cost. Then, the 

reinforced concrete for foundation and the wall construction 

work followed in the rank of high correlation.  

The second approach of this work deals with the automated 

techniques to model the prediction of construction cost. 

Considering the fourteen factors, three of revolutionary 

modelling techniques have been investigated. ANN proved as 

a good prediction tool in term of result precision but with 

significant rate of mean square error and absolute error. This 

mean there are over estimation for some factors or under 

estimation. Using PSO to improve the mechanism of neural 

network results in more precise result and minimize both 

errors (MSE and MAR). The third modelling technique, the 

regression tree modelling (M5P) has been proved that it has 

the best precise results of the highest correlation and the 

minimal errors.  

These conclusions were developed by creating a database 

y = 0.9872x + 8.2794

R² = 0.9997
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containing data from earlier projects. Additionally, to give a 

meaningful benchmark for how precisely such models can 

predict the project cost, any future cost estimating models 

should take into account the database appropriate for the 

location of the projects and the surrounding environment. 

Utilizing scientific benchmarks may aid in categorizing and 

evaluating cost estimating proposal submissions. 

This work can support the cost estimation using the most 

critical items of the of the construction project. Even in case 

of limited items included in this modelling technique, the 

construction firms can develop a specific model for projects of 

similar field exploiting the benefits of this modelling approach 

effectively. In spite of the developed model in this work utilize 

specific construction item, it is possible to expand the items 

and size (in term of long time interval and number of cases) of 

data set for more generalization and reliability. 

In light of the concluded results, a further study can be 

achieved to raise the benefit of this work, such as the using of 

genetic algorithm to optimize the number of layers and 

neurons in ANN modelling for more precise and accurate 

results, also there is a possibility to study the utilize the M5P 

modelling in cost control and monitoring during the project 

procurement phase. 
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NOMENCLATURE 

 

ANN Artificial Neural Network 

BP Back Propagation Algorithm 

M5P Regression Tree Model 

PSO Particle Swarm Optimization 

MSE Mean Square Error  

BoQ Bill-of-Quantities 
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