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Autonomous robot navigation is widely applied across various domains, with one of the core 
challenges being accurate image registration under varying time frames, perspectives, and 
complex environmental changes. Existing image registration methods address some of these 
challenges but still face significant limitations, such as insufficient model generalization and 
low computational efficiency when dealing with highly dynamic and irregular 
environmental changes. To enhance the accuracy, robustness, and real-time performance of 
image registration, this paper proposes a deep learning-based image registration technique. 
The approach comprises three key components: model hypothesis, dataset generation, and 
overall network design. Through innovative designs such as network-in-network, dual-
attention mechanisms, a bidirectional correlation operation in the feature matching layer, 
and a parameter regression network, this study aims to provide more reliable visual support 
for autonomous robot navigation.  
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1. INTRODUCTION

Autonomous robot navigation has made significant progress 
in recent years, with widespread applications in industrial, 
agricultural, medical, and service fields [1-3]. As an important 
automation technology, autonomous robots can perform 
complex tasks in unknown or dynamic environments, 
achieving efficient and accurate autonomous movement [4, 5]. 
However, one of the core challenges in realizing autonomous 
navigation is how to accurately perform image registration 
under different times, different perspectives, and complex 
environmental changes, thus providing reliable visual 
information for the robot's path planning and decision-making 
[6]. The rapid development of deep learning technology 
provides new ideas and methods to solve this problem. 

As a key aspect of autonomous robot navigation, image 
registration technology directly affects the robot's ability to 
perceive and understand the environment [7-9]. Using deep 
learning for image registration can not only significantly 
improve registration accuracy and robustness but also 
maintain high real-time performance in complex and dynamic 
environments [10, 11]. Therefore, research on deep learning-
based image registration technology is not only of great 
significance for enhancing the performance of autonomous 
robot navigation but also will promote technological 
advancements in related fields and the application and 
popularization of intelligent robots in more scenarios. 

Although existing image registration methods have 
addressed some issues in autonomous robot navigation to 

some extent, there are still many shortcomings. For example, 
traditional feature point-based methods are prone to 
registration failure or accuracy degradation when faced with 
complex backgrounds and large-scale perspective changes 
[12-15]. On the other hand, although image registration 
methods based on classical deep learning have improved 
performance to some extent, they still suffer from insufficient 
model generalization ability and low computational efficiency 
when dealing with highly dynamic and irregular 
environmental changes [16-21]. Therefore, it is urgent to 
develop more effective deep learning image registration 
techniques to overcome the limitations of the above methods. 

This paper aims to study the application of deep learning-
based image registration technology in autonomous robot 
navigation, focusing on three main parts. The first part is the 
model hypothesis, proposing and verifying deep learning 
model hypotheses suitable for image registration. The second 
part is dataset generation, constructing an image registration 
dataset suitable for autonomous robot navigation to provide 
data support for model training and evaluation. The last part is 
the overall network design, including the design and 
implementation of network-in-network, dual-attention 
mechanisms, feature matching layers using bidirectional 
correlation operations, and parameter regression networks. 
Through these innovative designs, this study aims to improve 
the accuracy, robustness, and real-time performance of image 
registration, thereby providing more reliable visual support for 
autonomous robot navigation, which has important theoretical 
significance and application value. 
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2. MODEL HYPOTHESIS

In the multi-view image registration task for autonomous
robot navigation, this paper proposes a series of key 
hypotheses to effectively address diverse and complex 
environmental challenges. First, it is assumed that in most 
cases, the distance between the imaging device and the 
environment is sufficiently large so that the imaging area can 
be approximated as a plane. Second, it is assumed that the 
motion of the imaging device relative to the target area can be 
simplified to pure rotational motion around the target area. 
This means that during the imaging process, the translational 
motion of the device relative to the target is not considered, 
and the focus is on the impact of rotational motion on the 
change in perspective. This pure rotational motion assumption 
simplifies the multi-view image registration problem in 
autonomous robot navigation, allowing it to be described as a 
perspective transformation problem and solved using a 
homography matrix. The expression of the homography 
matrix is given by the following formula, where the 
parameters gu,k map the pixel coordinates (a,b) in the image to 
be registered during autonomous robot navigation to (a′,b′). 
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In this paper, the 4-point parameter model G4PO is used to 
describe the above formula, thereby enabling the neural 
network to optimize the output parameters. Let the coordinates 
of the corresponding four points of the two images be 
represented by (au,bu) and (a′u,b′u), i.e., ∆au=a′u-au, ∆bu=b′u-bu. 
The model expression is shown in the following formula: 
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3. DATASET GENERATION

In the multi-view image registration task for autonomous
robot navigation, key steps in generating the training dataset 
include performing a series of random transformations on the 
original images to simulate image variations under different 
perspectives and generate image pairs required for the 
registration task. Specifically, the dataset generation principle 
is as follows: 1) A fixed-size square area is randomly selected 
from the original image U, denoted as OX1, with its center 
coordinate as o. To simulate perspective changes, the four 
vertices of OX1 are randomly perturbed by a magnitude of [-a, 
a], resulting in a new square area OY. By calculating the 
homography transformation matrix GXY from the four vertices 
of OX1 to the four vertices of OY, the parameters describing this 
transformation can be obtained. Next, the inverse matrix of 
GXY is applied to the original image U. In the newly obtained 
image U′, a square area of the same size is selected again, 
centered at point o, denoted as OX2. Thus, OX1 and OX2 serve as 
the reference image and the image to be registered in the multi-
view image dataset for autonomous robot navigation, with GXY 
considered as the transformation parameter between the two 

images. 2) To further enrich the multi-view image dataset for 
autonomous robot navigation, several groups of sampling 
point coordinates are randomly and uniformly selected in the 
image to be registered, OX2. The transformation matrix GXY is 
applied to these sampling points to obtain the corresponding 
new sampling point coordinates. Therefore, the new and old 
sampling point coordinates respectively represent the labels of 
the two images in the dataset. Furthermore, based on the 
squared distance of the sampling points, a loss function for the 
model is constructed. Let V be the number of sampling points, 
the function representing the distance between the two groups 
of sampling points is denoted as f, the sampling points are 
denoted as T, the parameters predicted by the model are 
denoted as ϕ′, the real parameters in the registration dataset are 
denoted as ϕHS, the corresponding real transformation in the 
registration dataset is denoted as SϕHS, and the transformation 
predicted by the model is denoted as Sϕ, then the function 
expression is: 
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4. OVERALL NETWORK DESIGN

To construct a multi-view image registration model for
autonomous robot navigation, this paper designs a deep 
learning network architecture consisting of three parts: feature 
extraction network, feature matching network, and parameter 
regression network. The structure diagram is shown in Figure 
1. Each part is designed to address specific registration task
requirements, ensuring that the model can accurately perform
image registration under different perspectives. The feature
extraction network uses a weight-sharing dual-channel
network-in-network to extract features from the reference
image and the image to be registered, respectively. This
network leverages the mechanism of weight sharing to ensure
consistency and efficiency in the features extracted from
different channels, thereby enhancing the ability to extract
high-level semantic features from the images. To further
enhance the effectiveness of feature extraction, a dual-
attention module combining channel and spatial attention is
integrated into the network-in-network. This module improves
the network's ability to distinguish and locate features by
focusing on important feature channels and spatial positions,
making the extracted features more refined and accurate. Next
is the feature matching network part. By using bidirectional
cross-correlation layers, this paper matches the feature maps
between the reference image and the image to be registered.
The bidirectional cross-correlation layers can capture similar
features between images and match them accurately, thereby
improving the performance of feature matching. This part of
the design ensures the robustness and accuracy of the feature
matching process under multi-view conditions. Finally, the
matched images are input into the parameter regression
network, which is responsible for predicting the final
transformation parameters. Through the feature extraction and
matching in the first two parts, the parameter regression
network can learn the transformation relationship between the
images from the matched feature maps and output eight
homography transformation parameters. These parameters are
used to describe the perspective transformation relationship
between the reference image and the image to be registered,
and the final image registration is performed using these
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parameters, resulting in the registered image. Let the output of 
each network-in-network layer be denoted as L, the pixel 
coordinate index in the input feature map be denoted as i and 
n, the feature map value centered at point (i,n) be denoted as 
ai,n, the channel index of the input feature map be denoted as 
j, the network index be denoted as v, the weight of the neural 
network be denoted as QZ, and the bias of the neural network 
be denoted as y. Then, the computation method of the network-
in-network is as follows: 
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Figure 1. Overall structure diagram of multi-view image 
registration model for autonomous robot navigation 

 
In the multi-view image registration process for 

autonomous robot navigation, only important features in the 
image can provide accurate registration references, while 
secondary features or noise points may interfere with the 
registration results. The attention mechanism, by simulating 
the selective attention of human vision, can effectively 
enhance the neural network's ability to extract key features 
from the image. This is particularly important for autonomous 
robot navigation, as the robot needs to navigate precisely in 
various complex environments, where accurate recognition of 
critical features such as roads and obstacles is crucial. 
Meanwhile, traditional image registration methods reduce the 
impact of mismatched features on the results by eliminating 
noise points. In deep learning models, the attention mechanism 
can dynamically adjust the focus, achieving a similar effect. In 
this way, the model can more robustly perform multi-view 
image registration, effectively improving registration 
performance. Figure 2 shows the operating principle of the 
feature extraction network. 

This paper introduces a dual attention mechanism in the 
multi-view image registration task for autonomous robot 
navigation. During the navigation process, the autonomous 
robot needs to recognize and match images from different 
perspectives in complex environments, which may contain 
various rotated, deformed, and scaled features. The spatial 
attention mechanism in the dual attention mechanism can 
automatically adjust and optimize these features, thereby 
improving the accuracy of image registration. The robot needs 
to accurately recognize and match key features, such as roads, 
obstacles, and signs, in complex environments. Through the 
channel attention mechanism, the model can assign higher 

weights to critical channels, thereby highlighting important 
features and suppressing irrelevant background information. 
 

 
 

Figure 2. Operating principle of the feature extraction 
network 

 
Specifically, the feature maps generated by each layer of the 

network can be regarded as detectors for a certain type of 
feature. The channel attention mechanism, through the 
structure of a multi-layer perceptron, evaluates the importance 
of each channel globally. To improve computational 
efficiency, max pooling and average pooling are used to 
compress the spatial dimensions, generating pooled feature 
descriptors. These are then further processed by the multi-
layer perceptron to finally obtain the channel attention map, 
which adjusts the weight of each channel. Suppose the number 
of channels is denoted by Z, the input feature map by d, the 
sigmoid activation function by δ, the average pooling and max 
pooling operations by AP and MP respectively, the average 
and max pooling feature maps across channels by dz

AVG and 
dz

MAX, and the shared multi-layer perceptron weights for 
channel attention and spatial attention by Q0 and Q1. The 
generated max pooling feature descriptor is denoted by dz

MAX, 
the average pooling descriptor by dz

AVG, and the final obtained 
channel attention map by XC. The calculation process of the 
attention map is expressed as follows:  
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The spatial attention mechanism generates feature 

descriptors by performing average pooling and max pooling 
across the channel dimension, and then concatenates these two 
descriptors to capture key spatial features in the image. Next, 
through standard convolution operations and activation 
functions, the final spatial attention map XT(d) is generated. 
This process ensures that the model can identify and focus on 
important regions in the image, thereby enhancing the 
effectiveness of image registration. Assuming the convolution 
operation with a kernel size of 7 is denoted by COV7×7, and the 
feature maps obtained using average pooling and max pooling 
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are denoted by dz
AVG and dz

MAX, the calculation process of XT(d) 
is as follows:  
 

( ) ( ) ( )( )( )
( )( )

7 7
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The input to the dual attention module is the feature map d 

output by the convolutional network. The one-dimensional 
channel attention map and two-dimensional spatial attention 
map generated by the module are denoted by XZ and XT, 
respectively. Assuming element-wise multiplication is 
denoted by the symbol ⨂, the intermediate result of the 
attention module by d′, and the final result of the attention 
module by d′′, the process is expressed by the following 
equations:  
 

( )
( )
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 (7) 

 
In autonomous robot navigation tasks, the robot needs to 

recognize and match key features such as roads, obstacles, and 
signs from different perspectives in various complex 
environments. By normalizing the image size at the image 
input stage, generating high-dimensional feature descriptors 
during the feature extraction stage, and performing feature 
matching during network operation, the model can efficiently 
and accurately complete the image registration task. 
 

 
 

Figure 3. Operating principle of the feature matching layer 
 

In the multi-view image registration model for autonomous 
robot navigation, the feature matching layer is also a critical 
component. Traditional feature matching methods often rely 
on operations such as element-wise subtraction or channel-
wise concatenation. However, in this model, the feature 
extraction network employs a bidirectional correlation 
operation to enhance the accuracy of feature matching. Figure 
3 shows the operating principle of the feature matching layer. 
It not only extracts rich features from the image but also retains 
the spatial location information of these features. The design 
of the bidirectional correlation operation is inspired by the 
mutual nearest neighbor algorithm, whose core advantage is 
the ability to effectively avoid mismatches. Suppose the input 
feature maps are denoted by X and Y, the bidirectional 
correlation operation achieves feature matching by calculating 
the similarity COXY between a feature (u, k) in Y and all 
features (uj,kj) in X. Suppose the feature maps of the reference 
image and the image to be registered are denoted by dX and dY, 
the sizes of the feature maps by g and q, and the number of 
channels by f. The indices on the channel slices of the two 
feature maps are denoted by u and k, and the auxiliary index is 

denoted by J=g(kj-1)+uj. The calculation formula is as follows: 
 

( ) ( ) ( ), , , ,S
XY Y X j jCO u k j d u k d u k=  (8) 

 
The matched map is further normalized to eliminate 

mismatched features, as shown in the following formula. 
Suppose the matched map output by the correlation operation 
is denoted by CO, the first dimension size of the matched map 
by v, and the normalized matched map by dv.  
 

2
v v
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In the model, the parameter regression network module is 

used to predict the homography transformation parameters 
between images, thereby achieving accurate image 
registration. This module consists of two basic network-in-
network blocks and three fully connected layers, each 
followed by a batch normalization layer and a ReLU activation 
function. Its input is a 256-dimensional feature map of size 
16*16. First, the feature map passes through the first 
convolutional layer, with a convolutional kernel size of 5, an 
input channel of 256 dimensions, and an output channel of 128 
dimensions. The main purpose of this layer is to extract high-
level features within a relatively large receptive field. Next, 
the feature map sequentially passes through two convolutional 
layers with a kernel size of 1, where the number of channels is 
reduced to 64 and 320, respectively. These convolutional 
layers are primarily used to further compress and extract 
feature information in preparation for the subsequent fully 
connected layers. Afterward, the processed feature map is 
flattened into a 1152-dimensional vector and input into the 
fully connected layers. The structure of the fully connected 
layers includes a hidden layer, which reduces the 
dimensionality of the input feature vector from 1152 to 8, and 
ultimately outputs the homography transformation parameters. 
Through this process, the model can extract crucial parameter 
information for image registration from the high-dimensional 
features. Figure 4 shows the architecture of the parameter 
regression network. 
 

 
 

Figure 4. Parameter regression network architecture 
 

The following are the specific steps for registration: 
Step 1: Image preprocessing 
First, preprocess the multi-view images during the 

autonomous robot navigation process, including resolution 
adjustment and enhancement processing. The purpose of this 
step is to standardize the size of the input images and improve 
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the quality of the images through enhancement processing, 
thereby providing a better foundation for subsequent feature 
extraction. 

Step 2: Feature extraction  
In the preprocessed images, use the trained network-in-

network model with integrated attention mechanisms to 
perform feature extraction on the reference image and the 
image to be registered. This model, through the integrated 
attention mechanism, can better capture important features and 
details in the image, providing rich information for feature 
matching. 

Step 3: Feature matching  
Use the bidirectional correlation layer to process the two 

feature maps. The bidirectional correlation layer can calculate 
the similarity of all feature points in the two feature maps and 
output detailed matching information. This process draws on 
the mutual nearest neighbor algorithm to ensure the accuracy 
of the matching and reduce the possibility of mismatches. 

Step 4: Parameter prediction  
Based on the matching map output by the feature matching 

layer, use the parameter regression network to predict the 
homography transformation parameters from the image to be 
registered to the reference image. The parameter regression 
network, through multiple convolutional and fully connected 
layers, extracts key transformation information from the 
matched features, providing accurate transformation 
parameters for image registration. 

Step 5: Solve the transformation model  
Finally, compute the image transformation matrix to 

complete the multi-view image registration. By solving the 
transformation model, align the image to be registered with the 
reference image, achieving precise image registration. This 
step ensures that the robot can recognize the same scene 
features from different viewpoints for effective navigation and 
path planning. 

5. EXPERIMENTAL RESULTS AND ANALYSIS 
 

As seen in Table 1, different feature extraction networks 
show significant differences in terms of registration accuracy, 
memory usage, model size, and average prediction speed. 
Although LeNet-5 is an early feature extraction network, it 
achieved a registration accuracy of 88.5%, with memory usage 
of 689MB, a relatively small model size of 17.5MB, and an 
average prediction speed of 0.93s. ResNet-50 had a slightly 
lower registration accuracy of 87.6%, but its memory usage 
and model size were larger, at 700MB and 536MB 
respectively, with an average prediction speed of 1.24s. 
DenseNet-169 and DenseNet-201 achieved registration 
accuracies of 89.4% and 92.3%, with memory usage of 
791MB and 834MB, model sizes of 584MB and 106.2MB, 
and average prediction speeds of 1.22s and 0.98s respectively. 
The proposed method achieved the highest registration 
accuracy of 93.4%, with memory usage of 832MB, a model 
size of 98.5MB, and an average prediction speed of 0.92s, 
demonstrating excellent performance. The comprehensive 
experimental results indicate that the proposed method 
exhibits a good balance and optimization in registration 
accuracy, memory usage, model size, and average prediction 
speed. Compared to DenseNet-201 and DenseNet-169, the 
proposed method shows a significant improvement in 
registration accuracy, with an increase of 1.1% and 4.0% 
respectively, while also demonstrating better optimization in 
memory usage and model size. Although the memory usage is 
slightly higher than DenseNet-169, it is lower than DenseNet-
201. Compared to ResNet-50 and LeNet-5, the proposed 
method not only shows a substantial improvement in 
registration accuracy, with an increase of 5.8% and 4.9% 
respectively, but also exhibits clear advantages in model size 
and average prediction speed. 

 
Table 1. Performance comparison of different feature extraction network structures 

 
Model Registration Accuracy Memory Usage Model Size Average Prediction Speed 

LeNet-5 88.5% 689MB 17.5MB 0.93s 
ResNet-50 87.6% 700MB 536MB 1.24s 

DenseNet-169 89.4% 791MB 584MB 1.22s 
DenseNet-201 92.3% 834MB 106.2MB 0.98s 

The Proposed Method 93.4% 832MB 98.5MB 0.92s 
 

 
 

Figure 5. Registration error comparison with dual attention 
mechanism 

Based on the data comparison in Figure 5, the image 
registration model with the dual attention mechanism exhibits 
lower registration errors across multiple test cases. 
Specifically, in subtests of test case numbers 0, 10, 20, and 30, 
the registration errors are significantly reduced after 
introducing the dual attention mechanism. For example, in test 
case 0, the registration error decreased from 11, 17, 15, 11 to 
4, 17, 15, 4.2; in test case 10, the error decreased from 18, 19, 
22, 25 to 18, 12, 15, 20; in test case 20, the error decreased 
from 12, 11, 2, 8 to 5, 7, 2, 6.5; and in test case 30, the error 
decreased from 10, 17, 13, 19 to 9.5, 14, 13, 16. Overall, the 
model with the dual attention mechanism shows a more 
concentrated error distribution across different test cases, with 
smaller error fluctuations. The comparison indicates that 
introducing the dual attention mechanism significantly 
improves the accuracy of the image registration model. 
Specifically, in multiple test cases, the model with the dual 
attention mechanism generally shows reduced errors, 
particularly at some high-error test points where the error 
reduction is especially noticeable. This indicates that the dual 
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attention mechanism effectively enhances the accuracy of 
feature matching, reduces error fluctuations, and improves the 
robustness of the model in different scenarios. 

Figure 6. Model accuracy on training set for errors of 1, 3, 
and 5 

From the data in Figure 6, it can be seen that the accuracy 
of the image registration model improves significantly at 
different iteration counts when errors are set to 1, 3, and 5. 
When the error is set to 1, the accuracy gradually increases 
from the initial 0.18 to 0.68 after 200 iterations. When the error 
is set to 3, the initial accuracy is 0.11, and after 200 iterations, 
the final accuracy reaches 0.32. When the error is set to 5, the 
accuracy increases from 0.14 at 0 iterations to 0.55 after 200 
iterations. Overall, the accuracy of the model shows a steady 
growth trend with increasing iterations, with particularly 
significant growth after 50 iterations. Through comparative 
analysis, the model's accuracy with an error of 1 exhibits the 

fastest improvement and the highest final accuracy throughout 
the training process, indicating that the model is easier to 
optimize and improve accuracy under low-error conditions. 
The accuracy with an error of 3 is second, showing that the 
model's training effect under moderate error conditions is also 
quite good. The model's accuracy with an error of 5 increases 
more slowly, and the final accuracy is the lowest, possibly 
because the model is more challenging to optimize under high-
error conditions, limiting the training effect. In summary, the 
model training effect is best under low-error conditions, 
moderate under moderate-error conditions, and more difficult 
to optimize under high-error conditions. However, overall, the 
model accuracy can significantly improve with increasing 
iterations, validating the effectiveness and feasibility of the 
proposed image registration model in autonomous robot 
navigation applications. Figure 7 provides a more intuitive 
display of the registration results on real multi-view images of 
autonomous robot navigation when errors are set to 1, 3, and 
5. 

Figure 7. Comparison of registration results on real multi-
view images in autonomous robot navigation 

Table 2. Quantitative analysis of comparison experiments average data results 

RMSD MSD STD MD 

The proposed method 5.62 Min:3.46 6.35 Min:2.89 4.56 Min:1.78 5 Min:3 
Max:17.58 Max:25.36 Max:15.58 Max:25.36 

Reference method 1 15.68 Min:3.36 16.58 Min:4.57 14.26 Min:4.05 12 Min:2.14 
Max:75.48 Max:62.35 Max:43.48 Max:65.48 

Reference method 2 7.2 Min:2.4 8.69 Min:1.75 6.35 Min:1.85 10.6 Min:1.4 
Max:33.65 Max:39.36 Max:18.36 Max:32 

Reference method 3 35.6 Min:18.9 25 Min:21.72 23.58 Min:16.35 22 Min:3.3 
Max:62.58 Max:52.34 Max:36.55 Max:51.2 

Reference method 4 37.54 Min:16.58 42.6 Min:12.36 47.59 Min:16.25 40.26 Min:4.3 
Max:151.8 Max:123 Max:88.54 Max:132.85 

Reference method 5 30 Min:14.5 25.69 Min:12.15 32.65 Min:8.36 36.56 Min:9.5 
Max:168.5 Max:153.68 Max:1.804 Max:136.5 

According to the data shown in Table 2, the proposed 
method outperforms Reference Methods 1-5 in RMSD, MSD, 
STD, and MD indicators. Specifically, the proposed method 
has an RMSD mean of 5.62, which is significantly lower than 
Reference Method 1's 15.68, Reference Method 3's 35.6, and 
Reference Method 4's 37.54. For MSD, the proposed method 
has a mean of 6.35, also significantly lower than other methods 
such as Reference Method 4's 42.6 and Reference Method 5's 
25.69. In terms of STD, the proposed method has a mean of 
4.56, showing lower error variability, whereas Reference 
Methods 4 and 5 have STD means of 47.59 and 32.65, 
respectively, indicating higher variability. For MD, the 
proposed method has a mean of 5, while Reference Methods 1 

and 4 have means of 12 and 40.26, respectively, demonstrating 
the proposed method's clear advantage in maximum deviation. 
The comparative analysis shows that the proposed method 
significantly surpasses traditional methods in image 
registration accuracy. This is mainly due to the introduction of 
the dual attention mechanism and bidirectional correlation 
operations in the feature matching layer, which greatly 
enhances the model's ability to capture and match image 
features. The proposed method not only performs excellently 
in terms of mean values but also shows higher stability and 
robustness within the range of minimum and maximum values, 
especially in RMSD and STD indicators, indicating that the 
model can maintain high registration accuracy and stability in 
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various scenarios. 
 

 
 

Figure 8. Time performance of each algorithm on test data 
 

The data in Figure 8 shows that the proposed method 
exhibits significant advantages in time performance for image 
registration. For the four test images, the processing times of 
the proposed method are 0.71, 0.7, 0.81, and 0.9 seconds, all 
significantly lower than those of other reference methods. For 
example, Reference Method 1's processing time ranges from 
0.25 to 0.46 seconds, although slightly faster than the proposed 
method, it performs worse in registration accuracy. Reference 
Methods 2, 3, 4, and 5 have processing times of up to 16.39 to 
59.14 seconds, 1.21 to 1.4 seconds, 2.01 to 2.41 seconds, and 
309 to 357 seconds, respectively, all far exceeding the 
proposed method, especially Reference Method 5, with the 
longest processing time of up to 357 seconds. Overall, the 
proposed method significantly reduces processing time while 
maintaining high registration accuracy. The comparative 
analysis reveals that the proposed method has a notable 
advantage in time performance for image registration, 
completing high-precision registration in a shorter time. This 
advantage is primarily due to the introduction of the dual 
attention mechanism and bidirectional correlation operations 
in the feature matching layer, which optimize the feature 
extraction and matching process, improving processing 
efficiency. In contrast, Reference Method 1, while having a 
shorter processing time, does not achieve the same level of 
registration accuracy as the proposed method. Meanwhile, 
Reference Methods 2, 3, 4, and 5 perform significantly worse 
in registration time compared to the proposed method, with 
Reference Method 5 in particular showing extremely long 
processing times, making it less suitable for practical 
applications. 
 
 
6. CONCLUSION 

 
This paper studies the application of deep learning-based 

image registration techniques in autonomous robot navigation, 
proposes an innovative image registration model, and 
conducts systematic experimental validation. The research 
covers three main aspects: the proposal and validation of the 
model hypothesis, dataset generation, and overall network 
design. Specifically, this paper proposes a deep learning model 
hypothesis suitable for image registration and provides data 
support for the model's training and evaluation by constructing 

an autonomous robot navigation image registration dataset. 
The network structure designed in this paper includes 
network-in-network, dual attention mechanisms, bidirectional 
correlation operations in the feature matching layer, and 
parameter regression networks, optimizing the image 
registration effect from multiple perspectives. Experimental 
results show that different feature extraction network 
structures have varying performance, and the introduction of 
dual attention mechanisms significantly reduces the 
registration error of the image registration model. Especially, 
when the error is 1, 3, or 5, the image registration model 
performs excellently on the training set, far surpassing 
traditional methods. The registration results on real multi-view 
images in autonomous robot navigation also demonstrate the 
practicality and reliability of the proposed method. Through 
quantitative analysis and time performance comparison, the 
proposed method significantly shortens processing time while 
maintaining high-precision registration, showing its efficiency 
in practical applications. 

The research value of this paper lies mainly in the following 
aspects: first, it proposes a deep learning model suitable for 
image registration, effectively improving the accuracy and 
efficiency of autonomous robot navigation; second, it proves 
the advantages of dual attention mechanisms and bidirectional 
correlation operations in image registration through systematic 
experimental validation. The limitations of this study include 
the limited diversity and scale of the dataset, which may affect 
the model's generalization capability. Future research 
directions include expanding the dataset scale, improving the 
model's generalization ability, further optimizing the network 
structure, and exploring other deep learning technologies in 
image registration. Through these efforts, it is expected to 
further enhance the intelligence level and practical application 
effectiveness of autonomous robot navigation. 
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